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Abstract—Short-time frequency transform (STFT) is fundamental in speech processing. Because of the difficulty of processing highly-unstructured STFT phase, most speech processing algorithms only operate with STFT magnitude, leaving the STFT phase far from explored. However, with the recent development of deep neural network (DNN) based speech processing, e.g. speech enhancement and recognition, phase processing is becoming more important than ever before as a new growing point of DNN-based methods. In this paper, we propose a phase-aware speech enhancement algorithm based on DNN. Specifically, in the training stage, when incorporating phase as a target, our core idea is to transform an unstructured phase spectrogram to its derivative along the time axis, i.e. instantaneous frequency deviation (IFD), which has a similar structure with its corresponding magnitude spectrogram. We further propose to optimize both IFD and magnitude jointly in a multi-objective learning framework. In the test stage, when incorporating phase as a target, our core idea is to perform a post-processing method to recover the phase spectrogram from the estimated IFD. Experimental results demonstrate the effectiveness of the proposed method.
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I. INTRODUCTION

SPEECH enhancement has been studied extensively as a fundamental problem of signal processing. Speech enhancement techniques have been widely used in speech communication, speech analysis, speech recognition, etc. Short-time Fourier transform (STFT) is one of the bases of speech enhancement. It converts a speech signal in time domain to a spectro-temporal spectrogram, where the harmonic structure of the speech can be observed clearly. A STFT spectrogram can be decomposed to a magnitude spectrogram and a phase spectrogram. Most speech enhancement algorithms focused only on processing magnitude spectrograms during the last decades, due to the following reasons. First, some work indicated that the enhancement of magnitude is more important than that of phase, since a phase spectrogram can be enhanced iteratively by its associated magnitude spectrogram [1]. Moreover, a phase spectrogram seems randomly distributed and unstructured [2], which is difficult to be processed directly.

Phase processing is important to speech enhancement. Recently, phase has shown its strong relationship with speech quality [3], [4]. Phase processing has also received much attention than ever before. Examples include the consistent Wiener filtering [5] and phase reconstruction [6]. In these works, the derivatives of a phase spectrogram along the time and frequency axes, named instantaneous frequency (IF) [7] and group delay (GD) [8] respectively, show clear structures that are quite different from the randomly distributed and unstructured phase spectrogram.

To perform speech enhancement with a target of no matter whether magnitude-based or phase-based, one needs to construct a mapping function, either model-based or data-driven, from a noisy feature space to a clean target space. Recently, deep neural network (DNN) based speech enhancement, which is a data driven method that has shown its strong power in adverse environments since its first report [9], has received much attention [10]. DNN is a multilayer perceptron with more than one hidden layers. Each layer of DNN consists of a group of nonlinear hidden neurons in parallel. Due to the hierarchical structure and distributed representation at each layer, the data representation ability of DNN is exponentially more powerful than that of a shallow model when given the same number of nonlinear computational units. With the recent explosion of data and fast development of computing power, it is able to train very powerful DNN easily, which triggered the breakthrough of speech processing. The research on DNN-based speech enhancement methods focused on training targets [11]–[16], DNN models [9], [17]–[19], different types of noises [20]–[22], and different kinds of sensors [23]–[25], see [10] for an overview.

Most DNN-based speech enhancement methods use magnitude-aware training targets [11], either mapping-based or masking-based, leaving the noisy phase unprocessed. These methods do not fully utilize phase information for further improving the performance. Recently, manipulating on the full STFT expression of data is a new growing point of DNN-based speech enhancement. Examples include the phase-sensitive filter (PSF) [12] and complex-IRM (cIRM) [16]. However, the above training targets [12], [16] are formulated in the complex rectangular coordinate system, where the phase and magnitude information exists in both the real and imaginary parts. These methods do not directly deal with the difficulty of processing a phase spectrogram which seems randomly distributed and highly unstructured. To our knowledge, no methods deal with phase spectrograms directly.

In this paper, we propose a phase-aware DNN-based speech enhancement method to deal with phase spectrograms directly.
Specifically, to overcome the difficulty of processing a highly unstructured phase spectrogram, we employ the derivative of the phase spectrogram along the time axis, named instantaneous frequency deviation (IFD) [26], as the training target. Geometrically, IFD has a clear structure similar to its corresponding magnitude spectrogram. Theoretically, IFD is able to alleviate the wrapping problem of phase thanks to its derivative calculation along the time axis. We further propose to optimize IFD and magnitude jointly in a multi-objective learning framework. However, the estimated IFD in the test stage is only an estimate of the derivative of the phase spectrogram which cannot be used alone for recovering the phase spectrogram. To overcome this difficulty, we further propose a post-processing method which reconstructs the phase spectrogram by jointly processing the estimated IFD, estimated magnitude mask, and noisy phase. Our experimental results demonstrate that the proposed method outperforms the DNN method that estimates the magnitude spectrogram only in both matching and mismatching test environments.

The rest of the paper is organized as follows. In Section II, we present the motivation for conducting phase estimation. In Section III, we first propose a phase-aware training target of DNN, then present a multi-objective learning framework for jointly estimating magnitude and phase with DNN, and at last propose a post-processing method for phase recovery in the test stage. In Section IV, we report the empirical evaluation results of the proposed method. In Section V, we conclude our contributions.

II. MOTIVATION

The STFT spectrogram of a signal \(x(n)\) can be written as [27]:

\[
X(k, l) = \text{STFT} \{x(n)\} = \sum_{n=0}^{N-1} x(n)w(n)e^{-j\frac{2\pi}{L} kn}
\]

where \(k\) and \(l\) indicate the frequency band and frame index of the STFT spectrogram respectively, \(n\) indicates the time index, \(L\) is the time shift between two adjacent frames, \(w(l)\) is an analysis window with a length of \(L_w\) for dividing the signal into frame segments, the overlapping ratio between two adjacent frames is \(1 - L/L_w\), and \(N\) is the length the discrete Fourier transform (DFT). For speech enhancement, we denote the clean speech, additive noise, and corrupted noisy speech in time domain by \(x(n)\), \(z(n)\), and \(y(n)\) respectively, with the T-F units of their corresponding spectrograms denoted by \(X(k, l)\), \(Z(k, l)\), and \(Y(k, l)\) respectively. The value of a T-F unit is a complex number, which has two expressions: One is in the rectangular coordinate system, which decomposes the complex number into a real part and an imaginary part:

\[
X(k, l) = \Re \{X(k, l)\} + \Im \{X(k, l)\}
\]

The other is in the polar coordinate system, which decomposes the complex number into a magnitude part and a phase part:

\[
X(k, l) = |X(k, l)|e^{j\phi_x(k, l)}
\]

For simplicity, we denote the phase (or magnitude) of the clean speech, noisy speech, and noise speech as clean phase (or magnitude), noisy phase (or magnitude), and noise phase (or magnitude) respectively. An example of the four parameters is illustrated in Fig. 1.

In this paper, we focus on developing speech enhancement methods working with the polar coordinate expression where the magnitude spectrogram has a clear structure, while the phase spectrogram does not have such a clear structure. Because it is efficient to suppress the background noise when the spectrogram of a noisy speech signal has a clear structure, magnitude-aware speech enhancement is much more popular than phase-aware speech enhancement.

Phase-aware speech enhancement is important. Here we give two examples that emphasize its importance. In [28], the authors synthesized an utterance by combining the spectral amplitude of a real-world utterance with an artificially generated spectral phase that is dramatically different from the spectral phase of the real-world utterance. The synthesized utterance, which sounds like a rock music, is quite different from the original speech. Similarly, in Fig. 2, we draw several speech signals that are synthesized from the same magnitude of an original noisy speech signal with the clean, noisy, and noise phase of the original speech respectively. Comparing the deviation between the synthesized speech signals and their clean counterpart, we observe that the noisy speech signal synthesized with the clean phase is very close to the clean speech signal, while the deviation of the noisy speech signal synthesized with the noisy phase is even worse than that of the noisy speech signal. The average deviation of the synthesized signals with the clean, noisy, and noise phase from the corresponding clean speech is 0.0047, 0.0064, and 0.0089 respectively.

However, phase-aware speech enhancement is difficult, particularly for a DNN-based approach. The main difficulty is that the values of the T-F units in a phase spectrogram, as shown in Fig. 1b, fluctuate rapidly along the time and frequency axes, and are uniformly distributed in the range of \([-\pi, \pi]\) [29] due to phase wrapping. As we know, it is difficult to train a
number, \( X \), and the subscript \( x \) means that \( IF_x \) is calculated from the clean phase. The IF of the speech signal in Fig. 1 is demonstrated in Fig. 3b.

However, as shown in Fig. 3b, IF contains some parallel striation along the time axis. To eliminate the striation, we employ a deviation of IF, named \textit{instantaneous frequency deviation} (IFD) [26]:

\[
IFD_x(k, l) = IF_x(k, l) - \frac{2\pi}{N} k L
\]

which measures how far an IF value strays from its center frequency \( \frac{2\pi}{N} k L \). As shown in Fig. 3c, IFD can give clear pitch and a harmonic structure similar to that in the magnitude spectrogram; compared with IF, IFD eliminates the striation caused by different center frequencies, which makes the structure of the speech more apparent.

IFD is able to alleviate the phase wrapping problem. Specifically, phase wrapping is a difficult problem that \(-\pi\) and \(\pi\) are physically a same value, but we usually regard them as different states in the model training. IFD is an effective target that can concentrate the output value close to 0 and therefore reduce the probability of generating large phase values close to \(\pi\) or \(-\pi\). We show the probability density functions of IFD with different frame overlaps in Fig. 4. From the figure, we can see that the probability density function of IFD at the position of \(-\pi\) and \(\pi\) is small when the frame overlap is large, which greatly alleviates the phase wrapping problem. In this paper, the frame overlap is set to 75% of the frame length.

IFD can also be a common target of DNN. To support our claim, we focus on presenting the similarity between the magnitude and IFD, since many DNN-based speech enhancement techniques use clean magnitude spectrograms or their variants as targets. In [30], the author found that, when a Gaussian window is selected as the analysis window of STFT, a transform between the derivative of the STFT magnitude and the derivative of the STFT phase exists, which indicates that the temporal-spectral patterns of the derivatives contain similar information. Here, we compared IF, IFD, and the derivatives of the logarithm of the magnitude spectrogram along frequency
Fig. 3. Visualizations of IRM, IF, IFD, and the derivative of the logarithm of the magnitude spectrogram along the frequency axis (denoted by $\Delta f \log(mag)$) in clean and noisy (destroyer engine noise or factory1 noise at $-3$ dB) environments.

### TABLE I

<table>
<thead>
<tr>
<th>Magnitude Masks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal ratio mask [31]</td>
</tr>
<tr>
<td>$IRM_{x}(k,l) = \left( \frac{X^2(k,l) + Z^2(k,l)}{2} \right)^{\beta}$</td>
</tr>
<tr>
<td>Ideal amplitude mask [12]</td>
</tr>
<tr>
<td>$IAM_{x}(k,l) = \frac{</td>
</tr>
<tr>
<td>Phase-sensitive filter [12]</td>
</tr>
<tr>
<td>$PSF_{x}(k,l) = \Re{X(k,l)/Y(k,l)}$</td>
</tr>
</tbody>
</table>

axis in Fig. 3, where Hamming windows were used as the analysis windows of STFT. We find that IFD and the derivative of the magnitude spectrogram have a similar pattern, which reaches a similar conclusion with that in [30]. Our finding indicates that IFD can be used as a common target of DNN-based speech enhancement wherever magnitude spectrograms or their variants are used as targets.

#### B. Phase-aware multi-objective DNN

1) **A phase-aware multi-objective learning framework:** We propose to estimate the magnitude and phase of STFT simultaneously by multi-objective learning. The proposed architecture is shown in Fig. 5, where a magnitude mask is defined as some energy or amplitude ratio between the clean speech and the background noise. The optimization target of the magnitude-aware objective is flexible. This paper investigates three kinds of magnitude masks listed in Table I, where $X^2(k,l)$ and $Z^2(k,l)$ denote the energy of the clean speech and noise in the $(k,l)$-th T-F unit respectively.

In Table I, parameter $\beta$ of the ideal ratio mask (IRM) [31] is a scale parameter. We set $\beta$ to 0.5 in this paper. PSF [12] calculates the real part of a complex-valued ratio. Note that the range of IRM is $[0, 1]$, while the ranges of IAM and PSF are not $[0, 1]$. To fit the IAM and PSF to our DNN model whose output units are sigmoid functions, we truncate the ranges of IAM and PSF into $[0, 1]$ in dimension.

The main difference of the multi-objective architecture from a standard DNN is that the output layer of the multi-objective architecture has two outputs: one for the magnitude mask estimation, and the other for the IFD estimation. The motivation for jointly learning the magnitude mask and IFD with the same input feature is that, as illustrated in Section III-A, the magnitude masks (e.g. IRM) and IFD have a similar structure, hence it is able to adopt the acoustic features that have been applied successfully to IRM-based methods for IFD as well.

The input acoustic feature of the multi-objective DNN is a concatenation of a set of complementary features and their deltas [32], where the complementary features include the amplitude modulation spectrogram, relative spectral transformed perceptual linear prediction coefficients, mel-frequency cepstral coefficients, and 64-channel Gammatone filterbank power spectra. All these features are noise robust ones. They have been adopted by many magnitude-aware speech enhancement methods, e.g. [11]. We have also observed in the task of voice activity detection that the performance of DNN is improved gradually by combining more hand-engineering complementary features [33]. To explore the contextual information, we also expand the input feature from a single frame to a new vector that is centered at the frame and also incorporates the neighboring $2W$ frames, in other words, the window length of the input is set to $2W + 1$, where $W$ is the half-window

1 Our method is not limited to the features mentioned here.
Fig. 5. Architecture of the phase-aware multi-objective DNN.

Fig. 6. Diagram of the training procedure of the phase-aware multi-objective DNN.

We have been aware that DNN has the potential of extracting highly abstract features from original signals directly without hand-engineering features, given large enough training data. Here we still use the complementary features, leaving the completely end-to-end training of DNN as our future work.

2) DNN training: The training procedure of the proposed multi-objective DNN is summarized in Fig. 6. To balance IFD and the magnitude mask on the training errors, we normalize IFD into the range of \([0, 1]\) and denote the normalized IFD as \(\Omega_x\):

\[
\Omega_x(k, l) = \frac{1}{2\pi} \text{IFD}_x(k, l) + \frac{1}{2}
\]

Similarly, we use the symbol \(M_x\) to denote the ideal magnitude mask. We adopt the following two loss functions for the multi-objective DNN training: one is named mask approximation (MA):

\[
\text{MSE}_{\text{MA}}(l) = \frac{1}{2N} \sum_{k=0}^{N-1} \left[ (M_x(k, l) - \hat{M}_x(k, l))^2 + (\Omega_x(k, l) - \hat{\Omega}_x(k, l))^2 \right]
\]

and the other one is named masked signal approximation (mSA):

\[
\text{MSE}_{\text{mSA}}(l) = \frac{1}{2N} \sum_{k=0}^{N-1} \left[ |Y(k, l)|^2 \left( M_x(k, l) - \hat{M}_x(k, l) \right)^2 + (\Omega_x(k, l) - \hat{\Omega}_x(k, l))^2 \right]
\]

where the magnitude estimation part of mSA is motivated from \([34], [35]\). \(\hat{M}_x\) and \(\hat{\Omega}_x\) denote the estimations of magnitude mask and normalized IFD respectively, MSE is short for mean squared error.

We train each DNN model sufficiently by stochastic back-propagation. The number of training epochs should not only guarantee the convergence of the objective value but also prevent overfitting of the DNN to its training data. Empirically, when the MA loss function is adopted, the maximum epoch number is set as 80, and the model is selected according to the performance on the validation set. When the mSA loss function is adopted, we train the DNN model with the MA loss function for the first 40 epochs, and then continue to train the DNN model with the mSA loss function for at most 40 epochs \([17]\). The latter training scheme is denoted as MA+mSA.

To better capture the nonlinear variations of data, we set DNN to a depth of three hidden layers, each layer with 1024 hidden neurons. This network structure is commonly used, e.g. \([11], [16]\). The sigmoid activation function is used as the neurons in the output layer. The rectified linear unit (ReLU) \([36]\) is used as the hidden neurons. The dropout regularization \([37]\) is adopted with the dropout rate set to 0.2. The adaptive gradient descent \([38]\) is used to train the multi-objective DNN with the moment set to 0.5 at the first 5 epochs and 0.9 for the rest.

C. Post-processing for phase reconstruction in the test stage

In the test stage, we propose a post-processing method to recover the phase spectrogram from an estimated IFD. In this subsection, all kinds of estimates are for the clean speech \(x(n)\). Hence, for simplicity, we omit the subscript \(x\) from all kinds of estimates of the clean speech \(x(n)\), for example, we denote the estimate \(\hat{\phi}_x\) by \(\hat{\phi}\), the estimate \(\hat{\text{IF}}_x\) by IF, and so forth.

The main difficulty of the phase recovery from the estimated IFD is that IFD is only the derivative of the phase spectrogram along the time axis. To recover the phase spectrogram, we also need a proper initial estimate of the phase in some T-F units. Then, based on the initial estimate, we can reconstruct the phase spectrogram along the time and frequency axes with the estimated IF by Eq. (4). Fig. 7 shows the entire test procedure, where the proposed post-processing method
is highlighted in the boxes with blue bold borders. We present the post-processing method in detail as follows.

First of all, we recover the estimated IF from the estimated IFD by:

$$\hat{\text{IF}}(k, l) = 2\pi \left( \tilde{\Omega}(k, l) - \frac{1}{2} \right) + \frac{2\pi}{N} L k$$  \hspace{1cm} (9)

Then, we conduct the following steps:

1) Initial phase estimation: Because the STFT spectrogram of the noisy speech $Y(k, l)$ is the summation of the spectrograms of the clean speech $X(k, l)$ and noise $Z(k, l)$, the noisy phase can be formulated as

$$\phi_y = \arg \left( |X| e^{j\phi_x} + |Z| e^{j\phi_z} \right) = \phi_x + \arg \left( 1 + \frac{|Z|}{|X|} e^{j(\phi_x - \phi_z)} \right).$$  \hspace{1cm} (10)

When the amplitude of the clean speech $|X|$ is much larger than the amplitude of the noise $|Z|$, the second term in Eq. (10) is close to 0. Then, the noisy phase can be approximated by the clean phase, i.e. $\phi_y \approx \phi_x$, which means the phase in the high local-SNR regions is nearly unchanged after the noise degradation. Fig. 8a shows the distance between the noisy phase and the clean phase. From the figure, we observe clearly that the phase in the harmonic regions is nearly uncorrupted.

Based on the above finding, the first way of conducting the phase recovery is to select the T-F units of the noisy phase spectrogram that have high local SNRs as the initial estimate of the corresponding T-F units of the clean phase spectrogram, and then use the selected T-F units to recover the remaining T-F units, where the local SNRs are approximated by $\tilde{M}$. Another way is to use the entire noisy phase spectrogram as the initial estimate of the clean phase spectrogram, and then use the local SNR of a T-F unit as the reliability index of its estimate. In this paper, we take the second approach:

$$\hat{\phi}_{\text{init}}(k, l) = \phi_y(k, l), \quad \forall k, \forall l.$$  \hspace{1cm} (11)

2) Phase reconstruction along the time axis: We first generate $(2N_s + 1)$ frame-conditioned estimates for the $(k, l)$-th T-F unit by:

$$\hat{\phi}^i(k, l) = \begin{cases} \hat{\phi}_{\text{init}}(k, l + i) + \sum_{n=0}^{i-1} \hat{\text{IF}}(k, l + n), & \text{if } i \neq 0, \\ \hat{\phi}_{\text{init}}(k, l + i), & \text{if } i = 0, \end{cases} \quad \forall - N_s \leq i \leq N_s$$  \hspace{1cm} (12)

where $i$ is the frame distance between an initialized T-F unit and the target T-F unit.

The integration of the frame-conditioned estimates can be viewed as an interpolation problem. Several interpolation methods [39] can be applied, such as the nearest point interpolation or linear interpolation. Here we adopt the weighted sum linear interpolation: the final estimate $\hat{\phi}(k, l)$ is a weighted sum of the frame-conditioned estimates:

$$\hat{\phi}(k, l) = \frac{\sum_{i=-N_s}^{N_s} (s(i) \tilde{M}(k, l + i)) \hat{\phi}^i(k, l)}{\sum_{i=-N_s}^{N_s} s(i) \tilde{M}(k, l + i)}$$  \hspace{1cm} (13)

where $s(i)$ denotes the proximity weight for $\hat{\phi}^i(k, l)$ and

$$\hat{\phi}^i(k, l) = \text{unwrap}(\hat{\phi}^i(k, l) | \hat{\phi}^i(k, l - 1))$$  \hspace{1cm} (14)

with \text{unwrap}() as an unwrapping function to make the phase spectrogram smooth along the time axis.\(^2\) The larger the distance $|i|$ is, the smaller the proximity weight $s(i)$ is. The influence of $\hat{\phi}^i(k, l)$ on $\hat{\phi}(k, l)$ is calculated by the product of $s(i)$ and $\tilde{M}(k, l + i)$, where $\tilde{M}(k, l + i)$ is the reliability index we have mentioned in Section III-C1. In this paper, $s(i)$ is set to the Hamming window:

$$s(i) = 0.54 + 0.46 \cos \left( \frac{\pi i}{N_s} \right), \quad \forall - N_s \leq i \leq N_s$$  \hspace{1cm} (15)

where $(2N_s + 1)$ is the length of the Hamming window. Eq. (13) indicates that the frame-conditioned estimate $\hat{\phi}^i(k, l)$ who has a small $\tilde{M}(k, l + i)$ contributes little to the final estimate $\hat{\phi}(k, l)$, which verifies the correctness of our strategy on the initial phase estimation, i.e. Eq. (11).

\(^2\)The unwrapping function is the “unwrap” function in MATLAB.
3) Phase reconstruction along the frequency axis: Because the initialized T-F units are only reliable in the high local SNR regions, there still exist large grooves between two neighboring harmonic bands that are not well estimated by the phase reconstruction along the time axis due to the low local SNRs. To recover the phase in these grooves, we employ the linear phase assumption [6] to reconstruct the phase along the frequency axis.

The main idea is that a speech signal can be represented by a sinusoidal model [40]. We first define the frequency index set of the harmonic bands at the l-th frame as $K_l$, which is an index set of the local peaks of the estimated magnitude spectrogram $|\hat{X}(k,l)|$ along the frequency axis:

$$K_l := \{k | \forall k : |\hat{X}(k,l)| > |\hat{X}(k+1,l)|\}.$$  \hspace{1cm} (16)

where the symbol “:=” denotes the term “defined as” in mathematics. Then, after applying the STFT with a symmetric analysis STFT window $w(n)$ to the speech signal, the phases between two harmonic bands, supposed to be $k_1$ and $k_2$ ($\{k_1, k_2\} \subseteq K_l$), are recalculated by the following equation:

$$\hat{\phi}(k,l) \approx \text{arg}\left(\frac{\hat{X}(k_1,l)}{W(k-k_1)} + \frac{\hat{X}(k_2,l)}{W(N+k-k_2)}\right)$$  \hspace{1cm} (17)

where $k_1 < k < k_2$, $W(k)$ is the DFT of the analysis window $w(n)$ at the k-th frequency band, $\hat{X}(k_1,l)$ and $\hat{X}(k_2,l)$ are the estimated STFT spectrograms of the harmonic bands at the stage of phase reconstruction along the time axis:

$$\hat{X}(k_u,l) = |\hat{X}(k_u,l)|e^{j\hat{\phi}(k_u,l)}, \quad \forall k_u \in K_l$$  \hspace{1cm} (18)

where $\hat{\phi}(k_u,l)$ is calculated by Eq. (13), and $|\hat{X}(k_u,l)|$ is the estimated magnitude which is calculated by masking the noisy magnitude $|\hat{Y}(k_u,l)|$ with the estimated magnitude mask $\hat{M}_x(k_u,l)$ produced from DNN. The derivation of Eq. (17) is presented in Appendix B.

Algorithm 1 Post-processing for phase reconstruction

| Input: | Estimated IFD $\hat{\Omega}$, estimated magnitude mask $\hat{M}$, noisy magnitude $|\hat{Y}(k,l)|$, and noisy phase $\hat{\phi}_y(k,l)$ |
|-------|-----------------------------------------------------------------
| Output: | Estimated phase $\hat{\phi}(k,l)$ |
| 1: | Compute the estimated IF $\hat{\Omega}(k,l)$ from Eq. (9) |
| 2: | Initialize phase estimates $\hat{\phi}_i(k,l)$ from noisy phases by Eq. (11) |
| 3: | Get the frame-conditioned estimates $\hat{\phi}_r(k,l)$ from noisy phases by Eq. (13) |
| 4: | Get the enhanced spectral magnitude $|\hat{X}|$ by masking the noisy spectral magnitude $|\hat{Y}|$ with the output mask of DNN $\hat{M}$, where the DNN takes an ideal mask defined in Table I as the training target |
| 5: | Get the index set of the harmonic bands $K$ by Eq. (16) |
| 6: | Recalculate the phase estimate $\hat{\phi}(k,l)$ around the harmonic bands along the frequency axis by Eq. (17) |

4) Overview of the post-processing method: The post-processing method is summarized in Algorithm 1. To illustrate the effectiveness of Algorithm 1, we visualize the distance between the reconstructed phase and the original clean phase by $|\text{principle}(\hat{\phi}(k,l) - \phi_x(k,l))|$ in Fig. 8, where the dark regions indicate small deviations. In the initialization stage, the dark regions are the high SNR regions identified by the estimated RM (Fig. 8a). After the phase reconstruction along the time axis, the dark regions are expanded horizontally (Fig. 8b). After the phase reconstruction along the frequency axis, the bright spots inside the dark regions are reduced, especially at the low frequency bands (Fig. 8c).

IV. EXPERIMENTS

In this section, we first present the experimental settings in Section IV-A and then present the main results with the
standard feedforward DNN in Section IV-B. To study the effectiveness of the IFD-based phase estimation in detail, we analyze the effectiveness of the IFD-based phase estimation beyond the multi-objective DNN framework in Section IV-C, then study the effects of the hyperparameters on performance in Section IV-D, and at last report the results of the proposed method with long short-term memory networks in Section IV-E.

### A. Experimental settings

We first evaluated our algorithm on the TIMIT corpus [41] where each speaker utters 10 clean utterances. For each gender, we selected 136 speakers for training and 56 speakers for testing, which produced 1360 clean training utterances and 560 clean test utterances, respectively. We selected the babble, factory1, factory2, and buccaneer1 noises from the NOISEX-92 [42] database, and separated each noise signal to two parts, one for constructing training mixtures and the other for testing. We mixed each clean utterance with 20 short noise segments at the SNR levels of $-5$, $-3$, and $0$ dB respectively, where the 20 noise segments came from the 4 types of noises, each with 5 random noise segments. We mixed each clean test utterance with 1 short noise segment at the same SNR level as the training mixtures. Eventually, for each SNR level, we have 27200 training mixtures and 2240 test mixtures.

The training and test noise environments of the TIMIT corpus in the above experimental setting is matching. To study the generalization ability of the proposed methods, we further trained DNN models with all four kinds of noises in the training set and both genders at an SNR of $-3$ dB, and then evaluated the models in an unseen noise environment—destroyer operation room in NOISEX-92 at the same SNR.

We also conducted an experiment on the simulated training data of the 4th CHiME speech separation and recognition challenge (CHiME-4) [43]. CHiME-4 has 4 noisy environments which are the bus, cafe, pedestrian area, and street junction noises respectively, with 17 noise segments in total. We selected 50 and 4 speakers from the WSJ0 SI-84 training set of CHiME-4 for training and test respectively. We selected 1 noise segment from each noisy environment respectively as the additive noise of the test data, and used the remaining 13 noise segments as the additive noise of the training data. The genders in both the training and test speakers are also balanced. Finally, we have 4313 training mixtures and 1012 test mixtures.

We resampled all corpora to 16 kHz, and extracted 512-dimensional STFT features with the frame length set to 20 ms and the frame shift set to 5 ms, where the Hamming window is used as the analysis window of STFT.

As will be shown later, the difference between any two comparison methods is that their DNNs have different training targets. **Hence, we use the name of the training target of a comparison method to represent the method itself in this section.** For example, we use IRM+IFD to represent the proposed phase-aware DNN that takes IRM and IFD as the training target. We denote the phase-aware DNN method with different magnitude mask estimation methods in Table I as IRM+IFD, IAM+IFD, and PSF+IFD respectively. We set the length of the Hamming window, i.e., $(2N_s + 1)$ in Eq. (13), to 5, and set the window length of the input frames of the multi-objective DNN, i.e., $(2W + 1)$, to 5.

We compared with the following methods:

- **IRM:** DNN that takes the ideal ratio mask as the training target.
- **IAM:** DNN that takes the ideal amplitude mask as the training target.
- **PSF:** phase-sensitive filter [12].
- **cIRM:** complex ideal ratio mask [16].

We also reported oracle performance “oracle” which is produced from a method that first uses the above IRM-based DNN method to enhance the magnitude spectrograms and then reconstructs the signals with the clean phase spectrograms. We reported a lowerbound “noisy” as well, which evaluates the original noisy data.

We evaluated the performance from the perspective of speech quality and intelligibility. To show the effect of incorporating phase processing into speech enhancement, we used phased-aware metrics, including the perceptual evaluation of speech quality (PESQ) [44], [45], short-time objective intelligibility (STOI) [46], extended STOI (ESTOI) [47] and signal to distortion ratio (SDR) [48]. PESQ is a phase-aware metric for speech quality. Its score ranges from $-0.5$ to $4.5$. The higher the PESQ score is, the better the predicted speech quality is. STOI evaluates the objective intelligibility of a degraded speech signal by computing the correlation of the temporal envelopes of the degraded speech signal and its clean reference. It has been shown empirically that STOI scores are strongly correlated with human speech intelligibility scores. ESTOI evaluates the objective intelligibility of a degraded speech signal by computing the spectral correlation coefficients of the degraded speech signal and its clean reference in short time segments. Unlike STOI, ESTOI does not assume that frequency bands are mutually independent. Both STOI and ESTOI scores range from 0 to 1. The higher the scores are, the better the predicted intelligibility is. The SDR scores are computed by blind source separation evaluation measurements [48]. It has been widely used for evaluating speech quality.

### B. Main results

We show an output pattern of the proposed method in Fig. 9. From the figure, we observe that the estimated IFD values in the silent regions are mostly zero, which indicates that the silent regions have no structure.

We compared with the following methods:\n
- **IRM:** DNN that takes the ideal ratio mask as the training target.\n- **IAM:** DNN that takes the ideal amplitude mask as the training target.\n- **PSF:** phase-sensitive filter [12].\n- **cIRM:** complex ideal ratio mask [16].

We also reported oracle performance “oracle” which is produced from a method that first uses the above IRM-based DNN method to enhance the magnitude spectrograms and then reconstructs the signals with the clean phase spectrograms. We reported a lowerbound “noisy” as well, which evaluates the original noisy data.

We evaluated the performance from the perspective of speech quality and intelligibility. To show the effect of incorporating phase processing into speech enhancement, we used phased-aware metrics, including the perceptual evaluation of speech quality (PESQ) [44], [45], short-time objective intelligibility (STOI) [46], extended STOI (ESTOI) [47] and signal to distortion ratio (SDR) [48]. PESQ is a phase-aware metric for speech quality. Its score ranges from $-0.5$ to $4.5$. The higher the PESQ score is, the better the predicted speech quality is. STOI evaluates the objective intelligibility of a degraded speech signal by computing the correlation of the temporal envelopes of the degraded speech signal and its clean reference. It has been shown empirically that STOI scores are strongly correlated with human speech intelligibility scores. ESTOI evaluates the objective intelligibility of a degraded speech signal by computing the spectral correlation coefficients of the degraded speech signal and its clean reference in short time segments. Unlike STOI, ESTOI does not assume that frequency bands are mutually independent. Both STOI and ESTOI scores range from 0 to 1. The higher the scores are, the better the predicted intelligibility is. The SDR scores are computed by blind source separation evaluation measurements [48]. It has been widely used for evaluating speech quality.

**Some demos are uploaded to https://github.com/njzheng/speech-enhancement-DNN/blob/master/DemoPackage.zip.**
that of the comparison methods. For example, the SDR and ESTOI scores of the proposed methods are at least 0.4 and 0.02 higher than those of the comparison methods respectively on the female speakers at the SNR of 0 dB, and around 0.3 and 0.01 higher respectively on the male speakers at the SNR of 0 dB. (iii) The performance improvement on the female speakers is larger than that on the male speakers. (iv) The performance improvement in the three nonvocal noises, i.e., factory1, factory2, and buccaneer1 noises, is higher than that in the babble noise, since that the phase structure of the speech signals is different from the phase structures of the nonvocal noises, but similar with the phase structure of the babble noise.

The generalization performance of the comparison methods is shown in Table IV, where all DNN models were trained with the data from the both genders and in all four types of the noises at the SNR of −3 dB. The result on the “destroyer operation room” test noise scenario shows that the proposed methods improve the speech intelligibility.

We also reported the comparison results on CHiME-4 in Tables V and VI, where the loss functions were set to MA and MA+mSA respectively. The results indicate that the experimental conclusions are consistent across different loss functions.

C. Analysis of IFD-based phase estimation

In this subsection, we investigate the effectiveness of the IFD-based phase estimation beyond the multi-objective DNN framework on both TIMIT and CHiME-4, so as to identify how much the phase enhancement component contributes to the performance improvement.

1) IFD-based phase estimation with noisy magnitude: We evaluated a method that uses the enhanced phase spectrograms and noisy magnitude spectrograms to resynthesize signals in the time domain. The experiment was conducted on the female speakers of TIMIT in the factory1 noise environment at the SNR of 0 dB. The training target of DNN was IAM+IFD. Note that, because the magnitude mask estimation is a requirement for the proposed phase estimation method, here we still used it for the phase estimation, but not for the magnitude enhancement.

Figure 10 shows the experimental result, where the effects of the phase reconstruction along the time axis, phase reconstruction along the frequency axis, and their combinations are shown separately. As a comparison, we also show the performance of the phase reconstruction along frequency method in [6] which have the best performance among the three proposed methods in [6]. The comparison method [6] assumes that the phase shift between two adjacent bands that are close to their harmonic bands is a constant, which does not use magnitude information for its phase reconstruction. The comparison result shows that our phase reconstruction with the IFD estimates improves the speech quality and intelligibility.

As a complementary experiment, we applied the enhanced magnitude spectrograms to both our method and the method in [6] for the resynthesis of the time-domain signals. The comparison result in Table VII shows that our IAM+IFD performs better than the method in [6].

<table>
<thead>
<tr>
<th>Methods</th>
<th>PESQ</th>
<th>ESTOI</th>
<th>STOI</th>
<th>SDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>noisy</td>
<td>2.29</td>
<td>0.596</td>
<td>0.827</td>
<td>4.42</td>
</tr>
<tr>
<td>IRM</td>
<td>2.78</td>
<td>0.748</td>
<td>0.889</td>
<td>9.82</td>
</tr>
<tr>
<td>IRM+IFD (proposed)</td>
<td>2.82</td>
<td>0.756</td>
<td>0.893</td>
<td>10.15</td>
</tr>
<tr>
<td>IAM</td>
<td>2.81</td>
<td>0.756</td>
<td>0.893</td>
<td>10.25</td>
</tr>
<tr>
<td>IAM+IFD (proposed)</td>
<td>2.85</td>
<td>0.763</td>
<td>0.897</td>
<td>10.49</td>
</tr>
<tr>
<td>PSM</td>
<td>2.76</td>
<td>0.755</td>
<td>0.891</td>
<td>10.74</td>
</tr>
<tr>
<td>PSM+IFD (proposed)</td>
<td>2.80</td>
<td>0.763</td>
<td>0.895</td>
<td>11.07</td>
</tr>
<tr>
<td>cIRM</td>
<td>2.74</td>
<td>0.747</td>
<td>0.888</td>
<td>10.88</td>
</tr>
<tr>
<td>oracle</td>
<td>3.15</td>
<td>0.822</td>
<td>0.917</td>
<td>15.12</td>
</tr>
</tbody>
</table>

**Table V**

Average Performance of the comparison methods over both genders in the destroyer operation room noise test environment on the TIMIT corpus at -3 dB.

<table>
<thead>
<tr>
<th>Methods</th>
<th>PESQ</th>
<th>ESTOI</th>
<th>STOI</th>
<th>SDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>noisy</td>
<td>2.29</td>
<td>0.596</td>
<td>0.827</td>
<td>4.42</td>
</tr>
<tr>
<td>IRM</td>
<td>2.82</td>
<td>0.774</td>
<td>0.902</td>
<td>10.84</td>
</tr>
<tr>
<td>IRM+IFD (proposed)</td>
<td>2.87</td>
<td>0.774</td>
<td>0.902</td>
<td>10.93</td>
</tr>
<tr>
<td>IAM</td>
<td>2.82</td>
<td>0.767</td>
<td>0.899</td>
<td>10.68</td>
</tr>
<tr>
<td>IAM+IFD (proposed)</td>
<td>2.86</td>
<td>0.773</td>
<td>0.902</td>
<td>10.97</td>
</tr>
<tr>
<td>PSM</td>
<td>2.70</td>
<td>0.766</td>
<td>0.896</td>
<td>11.38</td>
</tr>
<tr>
<td>PSM+IFD (proposed)</td>
<td>2.75</td>
<td>0.772</td>
<td>0.899</td>
<td>11.61</td>
</tr>
<tr>
<td>oracle</td>
<td>3.15</td>
<td>0.836</td>
<td>0.924</td>
<td>16.29</td>
</tr>
</tbody>
</table>

**Table VI**

Experimental conclusions are consistent across different loss functions.
TABLE II
Performance comparison on the female speakers of the TIMIT Corpus. The numbers in bold denote the best performance among the comparison methods.

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>Methods</th>
<th>Babble</th>
<th>Factory1</th>
<th>Factory2</th>
<th>Buccaneer1</th>
</tr>
</thead>
<tbody>
<tr>
<td>noisy</td>
<td>PESQ ESTOI STOI SDR</td>
<td>PESQ ESTOI STOI SDR</td>
<td>PESQ ESTOI STOI SDR</td>
<td>PESQ ESTOI STOI SDR</td>
<td></td>
</tr>
<tr>
<td>RM</td>
<td>1.17 0.268 0.534 -4.81</td>
<td>1.09 0.251 0.518 -4.81</td>
<td>1.36 0.369 0.635 -4.82</td>
<td>1.05 0.224 0.506 -4.81</td>
<td></td>
</tr>
<tr>
<td>RM+IFD (proposed)</td>
<td>1.51 0.435 0.648 1.47</td>
<td>1.64 0.450 0.671 3.55</td>
<td>2.03 0.597 0.782 6.52</td>
<td>1.28 0.549 0.763 5.92</td>
<td></td>
</tr>
<tr>
<td>IAM</td>
<td>1.55 0.448 0.653 1.70</td>
<td>1.71 0.469 0.680 4.04</td>
<td>2.11 0.618 0.793 7.09</td>
<td>2.21 0.573 0.773 6.53</td>
<td></td>
</tr>
<tr>
<td>IAM+IFD (proposed)</td>
<td>1.53 0.464 0.659 1.83</td>
<td>1.66 0.464 0.685 3.87</td>
<td>2.05 0.611 0.793 6.91</td>
<td>2.14 0.588 0.770 6.03</td>
<td></td>
</tr>
<tr>
<td>PSF</td>
<td>1.57 0.460 0.665 2.05</td>
<td>1.72 0.481 0.692 4.29</td>
<td>2.15 0.633 0.804 7.42</td>
<td>2.20 0.583 0.779 6.59</td>
<td></td>
</tr>
<tr>
<td>PSF+IFD (proposed)</td>
<td>1.49 0.426 0.634 2.60</td>
<td>1.67 0.447 0.676 5.12</td>
<td>2.11 0.592 0.776 8.01</td>
<td>2.13 0.535 0.748 7.42</td>
<td></td>
</tr>
<tr>
<td>cIRM</td>
<td>1.53 0.442 0.641 2.85</td>
<td>1.74 0.467 0.669 5.60</td>
<td>2.20 0.614 0.787 8.53</td>
<td>2.24 0.559 0.759 7.96</td>
<td></td>
</tr>
<tr>
<td>oracle</td>
<td>1.94 0.587 0.731 6.41</td>
<td>2.03 0.596 0.750 8.68</td>
<td>2.48 0.736 0.852 12.03</td>
<td>2.59 0.688 0.827 11.85</td>
<td></td>
</tr>
</tbody>
</table>

| noisy    | PESQ ESTOI STOI SDR | PESQ ESTOI STOI SDR | PESQ ESTOI STOI SDR | PESQ ESTOI STOI SDR |
| RM       | 1.31 0.321 0.581 -2.85 | 1.22 0.303 0.564 -2.86 | 1.51 0.422 0.679 -2.87 | 1.16 0.272 0.549 -2.86 |
| RM+IFD (proposed) | 1.71 0.501 0.704 3.45 | 1.81 0.516 0.725 5.26 | 2.20 0.646 0.816 8.08 | 2.25 0.599 0.792 7.12 |
| IAM      | 1.76 0.518 0.711 3.78 | 1.89 0.536 0.734 5.75 | 2.31 0.671 0.828 8.71 | 2.35 0.624 0.803 7.75 |
| IAM+IFD (proposed) | 1.73 0.513 0.716 3.83 | 1.83 0.530 0.737 5.57 | 2.23 0.660 0.827 8.51 | 2.26 0.610 0.801 7.28 |
| PSF      | 1.78 0.530 0.722 4.11 | 1.92 0.550 0.746 6.06 | 2.33 0.684 0.837 9.01 | 2.35 0.635 0.810 8.77 |
| PSF+IFD (proposed) | 1.72 0.495 0.694 4.63 | 1.87 0.513 0.714 6.73 | 2.23 0.654 0.812 9.50 | 2.26 0.589 0.781 8.53 |
| cIRM     | 1.75 0.480 0.689 5.53 | 1.87 0.504 0.712 7.55 | 2.23 0.630 0.805 10.02 | 2.37 0.594 0.784 9.06 |
| oracle   | 1.71 0.645 0.781 8.58 | 2.20 0.654 0.797 10.43 | 2.65 0.774 0.878 13.62 | 2.73 0.726 0.852 12.99 |

![Graph](image)

Fig. 10. Performance of the speech signals resynthesized from the IFD-based phase estimates and the noisy magnitude spectrograms, where the experiment was conducted on the females of TIMIT in the factory1 noise at the SNR of 0 dB. The legends “IFD time”; “IFD freq.”; and “IFD comb.” denote the phase reconstruction along the time axis, phase reconstruction along the frequency axis, and their combinations of the proposed IFD-based phase estimation, respectively. As a comparison, the “oracle IFD” legends mean that the phase is calculated from the oracle IFD and ideal magnitude mask (instead of the output of the multi-objective DNN); the legend “freq. [6]” denotes the phase reconstruction along frequency method in [6].

2) IFD-based phase estimation with oracle magnitude masks: We evaluated a method that uses the estimated IFD and oracle magnitude masks to resynthesize signals in the time domain, where we used the oracle magnitude masks for the initialization of the phase reconstruction stage of the IFD-based phase estimation. The experiment was conducted on the ChiME-4 corpus. Experimental result in Table VIII demonstrates the effectiveness of the proposed IFD-based phase estimation given oracle magnitude masks.

3) IFD-based phase estimation with single-objective networks: We compared the multi-objective network with a method that estimates the magnitude masks and IFD separately by two independent DNNs on ChiME-4. The comparison result in Table IX shows that training two separate networks yields similar performance with the multi-objective network in terms of PESQ, ESTOI, and STOI, and performs better than the latter in terms of SDR. However, the proposed method is more efficient than the method of training two
### TABLE III

**Performance comparison on the male speakers of the TIMIT corpus.**

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>Methods</th>
<th>Babbie</th>
<th>Factory1</th>
<th>Factory2</th>
<th>Buccaneer1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PESQ ESTOI STOI SDR</td>
<td>PESQ ESTOI STOI SDR</td>
<td>PESQ ESTOI STOI SDR</td>
<td>PESQ ESTOI STOI SDR</td>
<td>PESQ ESTOI SDR</td>
</tr>
<tr>
<td>-5</td>
<td>noisy</td>
<td>2.86 0.765 0.897</td>
<td>2.80 0.763 0.895 11.07</td>
<td>2.82 0.756 0.893 10.15</td>
<td>2.81 0.756 0.893 10.25</td>
</tr>
<tr>
<td></td>
<td>IAM</td>
<td>1.70 0.433 0.656 0.35</td>
<td>1.85 0.457 0.693 3.01</td>
<td>2.28 0.604 0.803 5.96</td>
<td>2.33 0.574 0.795 5.51</td>
</tr>
<tr>
<td></td>
<td>IAM+IFD (proposed)</td>
<td>2.82 0.758 0.894 10.28</td>
<td>2.76 0.746 0.897 6.87</td>
<td>2.28 0.566 0.782 6.47</td>
<td>2.32 0.581 0.802 5.55</td>
</tr>
<tr>
<td></td>
<td>PSF</td>
<td>2.76 0.746 0.895 11.07</td>
<td>2.83 0.758 0.897 6.87</td>
<td>2.28 0.566 0.782 6.47</td>
<td>2.32 0.581 0.802 5.55</td>
</tr>
<tr>
<td></td>
<td>cIRM</td>
<td>2.79 0.764 0.895 11.14</td>
<td>2.83 0.758 0.897 6.87</td>
<td>2.28 0.566 0.782 6.47</td>
<td>2.32 0.581 0.802 5.55</td>
</tr>
<tr>
<td></td>
<td>oracle</td>
<td>3.26 0.837 0.926 15.73</td>
<td>2.83 0.758 0.897 6.87</td>
<td>2.28 0.566 0.782 6.47</td>
<td>2.32 0.581 0.802 5.55</td>
</tr>
</tbody>
</table>

#### TABLE IX

**Performance comparison on the male speakers of the TIMIT corpus.**

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>Methods</th>
<th>PESQ ESTOI STOI SDR</th>
<th>PESQ ESTOI STOI SDR</th>
<th>PESQ ESTOI STOI SDR</th>
<th>PESQ ESTOI SDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>noisy</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
</tr>
<tr>
<td></td>
<td>IAM</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
</tr>
<tr>
<td></td>
<td>IAM+IFD (proposed)</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
</tr>
<tr>
<td></td>
<td>PSF</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
</tr>
<tr>
<td></td>
<td>cIRM</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
</tr>
<tr>
<td></td>
<td>oracle</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
<td>2.14 0.428 0.648 0.40</td>
</tr>
</tbody>
</table>

### D. Effects of the hyperparameter \( N_s \) in Eq. (13) on performance

Hyperparameter \( N_s \) is the window length in Eq. (13). In our above experiments, we have set \( N_s \) to 2. In this subsection, we analyze the effect of \( N_s \) on performance. Specifically, we plot the relative performance improvement of IAM+IFD over IAM with respect to different \( N_s \) in Fig. 11. From the figure, we observe that setting \( N_s \) to a relatively large window length leads to improved performance in terms of PESQ, ESTOI and STOI, and a performance drop in terms of SDR especially at high SNR levels. This phenomenon, which was caused by the time shifts introduced by the phase reconstruction, can be explained from Eq. (12) where large windows may violate the time shifts introduced by the phase reconstruction, can be explained from Eq. (12) where large windows may violate the

### E. Results with LSTM and BLSTM networks

All of the above experiments were conducted with the standard feedforward deep neural networks. To our knowledge, the state-of-the-art deep models for speech enhancement are long-short term memory (LSTM) and bidirectional long-short term

### Fig. 11. Relative performance improvement of IAM+IFD over IAM at different Hamming half-window lengths \( N_s \) on the females at the factory1 noise.
memory (BLSTM) [12]. In this subsection, we investigated the performance of the proposed method with the LSTM or BLSTM network on CHiME-4. The parameter settings of the two networks are as follows. The adaptive gradient descent algorithm was used to train the networks. The initial learning rate was set to 0.001. The maximum number of epochs was set to 80. The mini-batch size was set to 50. Each network has two hidden layers with 256 hidden units per layer. For the BLSTM network, half of the hidden units per layer were used for the forward direction, and the other half were used for the backward direction.

The comparison results on CHiME-4 are listed in Tables X and XI. From the two tables and Table V, we observe that the effectiveness of the proposed method is consistent across different types of deep models. Moreover, LSTM reaches higher SDR than the standard DNN, and BLSTM performs the best among the three models.

We have also analyzed the effectiveness of the IFD-based phase estimation that adopts BLSTM as the base deep model in a similar experimental setting with Section IV-C. The experimental conclusions with DNN and BLSTM are consistent.

V. CONCLUSIONS

In this paper, we have proposed a phase-aware speech enhancement method based on DNN. The method introduces a new training target for DNN-based speech enhancement methods, named IFD, which is the derivative of the clean phase spectrogram along the time axis. In the training stage, it optimizes IFD and a magnitude mask simultaneously in a multi-objective learning framework. In the test stage, it first uses noisy phase as an initial phase estimate, and then conducts phase reconstruction along the time and frequency axes with the estimated IFD and the estimated magnitude mask. To our knowledge, this method is the first DNN-based approach that directly processes phase spectrograms which appear to be randomly distributed and highly unstructured. Moreover, the proposed new target is a general one. It can be adopted by any algorithms who use magnitude spectrograms or their variants as targets. The proposed post-processing method also provides a robust way for reconstructing the phase spectrograms under the difficult situation where the initial point of the derivatives of the phase spectrograms is unknown. We have evaluated the proposed method in several adverse environments at low SNR levels. The experimental results show that the proposed method outperforms the counterparts that do not conduct phase processing, in terms of both speech quality and intelligibility.
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APPENDIX A

A sinusoid signal \(s(n)\) in time domain is written by

\[
s(n) = 2A(n)\cos(\Omega \cdot n + \varphi)
\]  

where \(A\) is the magnitude, \(\Omega\) is the normalized angular frequency and \(\varphi\) is the initial phase. The STFT of \(s(n)\) in the dominant frequency band \(k = \frac{\Omega L}{2\pi}N\) can be derived as

\[
S(k, l) = \sum_{n=0}^{N-1} s(l + n)w(n)e^{-j\frac{2\pi}{k}kn}
\]  

\[
= Ae^{j(\Omega L + \varphi)}\sum_{n=0}^{N-1} w(n).
\]

From Eq. (20), we can see that the phase at the dominant frequency is a linear function of the frame index \(l\) with slope \(\Omega L\).

APPENDIX B

We first represent a short-time speech segment signal \(x(n)\) as a sum of sinusoids [40]:

\[
x(n) = \sum_{h=0}^{H-1} 2A_h(n)\cos(\Omega_h \cdot n + \varphi_h)
\]  

TABLE X

<table>
<thead>
<tr>
<th>Methods</th>
<th>PESQ</th>
<th>ESTOI</th>
<th>STOI</th>
<th>SDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>noisy</td>
<td>2.29</td>
<td>0.596</td>
<td>0.827</td>
<td>4.42</td>
</tr>
<tr>
<td>IRM</td>
<td>2.85</td>
<td>0.755</td>
<td>0.893</td>
<td>10.18</td>
</tr>
<tr>
<td>IRM+IFD (proposed)</td>
<td>2.87</td>
<td>0.762</td>
<td>0.897</td>
<td>10.27</td>
</tr>
<tr>
<td>IAM</td>
<td>2.86</td>
<td>0.765</td>
<td>0.899</td>
<td>10.45</td>
</tr>
<tr>
<td>IAM+IFD (proposed)</td>
<td>2.91</td>
<td>0.775</td>
<td>0.903</td>
<td>10.57</td>
</tr>
<tr>
<td>PSM</td>
<td>2.92</td>
<td>0.767</td>
<td>0.895</td>
<td>11.30</td>
</tr>
<tr>
<td>PSM+IFD (proposed)</td>
<td>2.95</td>
<td>0.772</td>
<td>0.899</td>
<td>11.37</td>
</tr>
<tr>
<td>cIRM</td>
<td>3.00</td>
<td>0.776</td>
<td>0.898</td>
<td>11.27</td>
</tr>
</tbody>
</table>

TABLE XI

<table>
<thead>
<tr>
<th>Methods</th>
<th>PESQ</th>
<th>ESTOI</th>
<th>STOI</th>
<th>SDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>noisy</td>
<td>2.92</td>
<td>0.596</td>
<td>0.827</td>
<td>4.42</td>
</tr>
<tr>
<td>IRM</td>
<td>2.85</td>
<td>0.755</td>
<td>0.893</td>
<td>10.18</td>
</tr>
<tr>
<td>IRM+IFD (proposed)</td>
<td>2.87</td>
<td>0.762</td>
<td>0.897</td>
<td>10.27</td>
</tr>
<tr>
<td>IAM</td>
<td>2.86</td>
<td>0.765</td>
<td>0.899</td>
<td>10.45</td>
</tr>
<tr>
<td>IAM+IFD (proposed)</td>
<td>2.91</td>
<td>0.775</td>
<td>0.903</td>
<td>10.57</td>
</tr>
<tr>
<td>PSM</td>
<td>2.92</td>
<td>0.767</td>
<td>0.895</td>
<td>11.30</td>
</tr>
<tr>
<td>PSM+IFD (proposed)</td>
<td>2.95</td>
<td>0.772</td>
<td>0.899</td>
<td>11.37</td>
</tr>
<tr>
<td>oracle</td>
<td>3.26</td>
<td>0.837</td>
<td>0.926</td>
<td>15.73</td>
</tr>
</tbody>
</table>
where \( H \) is the number of harmonics, \( h \) denotes the harmonic index, \( 2A_h \) is the corresponding real magnitude, \( \Omega = \frac{2\pi}{N}k_1 \) and \( \Omega_2 = \frac{2\pi}{N}k_2 \) respectively.

We then calculate the STFT of \( x(n) \) with a causal symmetric STFT analysis window \( w(n) \), where we assume that the length of DFT \( N \) is long enough to resolve the harmonics for typical sounds and \( w(n) \). Suppose there are two adjacent harmonics with their normalized frequencies as \( \Omega_1 = \frac{2\pi}{N}k_1 \) and \( \Omega_2 = \frac{2\pi}{N}k_2 \) respectively.

The T-F units of the STFT spectrogram between the two harmonic bands \( k_1 \) and \( k_2 \), denoted by \( X(k,l) \), can be represented by:

\[
X(k,l) = \sum_{n=0}^{N-1} x(n) w(n) e^{-j\frac{2\pi}{N}kn}
\]

\[
\approx \sum_{n=0}^{N-1} \left( A_1 (IL + n) e^{j(\Omega_1-\Omega_1+\phi_1)} \right) w(n) e^{-j\frac{2\pi}{N}kn}
+ \sum_{n=0}^{N-1} \left( A_2 (IL + n) e^{j(\Omega_2-\Omega_2+\phi_2)} \right) w(n) e^{-j\frac{2\pi}{N}kn}
\]

\[
\approx A_{k_1, l} e^{j(\Omega_1 IL+\phi_1)} \sum_{n=0}^{N-1} w(n) e^{j(\Omega_1-\frac{2\pi}{N}k)n}
+ A_{k_2, l} e^{j(\Omega_2 IL+\phi_2)} \sum_{n=0}^{N-1} w(n) e^{j(\Omega_2-\frac{2\pi}{N}k)n},
\forall k_1 < k < k_2
\]  

(22)

where the approximation is made under the following two assumptions. The first assumption is that there is no interference from other neighbor harmonics. The second assumption is that the amplitude of the \( h \)-th harmonic in time domain over the period of a single frame \( l \) is a constant, i.e. \( A_n (IL + n) \approx A_{k_n, l}, \forall n = 1, 2 \). Then, with \( \Omega_1 = \frac{2\pi}{N}k_1 \) and \( \Omega_2 = \frac{2\pi}{N}k_2 \), Eq. (22) can be simplified to:

\[
X(k,l) \approx A_{k_1, l} e^{j(\Omega_1 IL+\phi_1)} W(k-k_1)
+ A_{k_2, l} e^{j(\Omega_2 IL+\phi_2)} W(N+k-k_2)
\]  

(23)

where \( W(k) \) is the DFT of \( w(n) \) which is a complex number. Given \( X(k_1, l) = A_{k_1, l} e^{j(\Omega_1 IL+\phi_1)} W(0) \), the phase of \( X(k,l) \) can be approximated from the harmonic bands by:

\[
\phi_x(k,l) \approx \arg \left( A_{k_1, l} e^{j(\Omega_1 IL+\phi_1)} W(k-k_1)
+ A_{k_2, l} e^{j(\Omega_2 IL+\phi_2)} W(N+k-k_2) \right)
\]

\[
= \arg \left( A_{k_1, l} e^{j(\Omega_1 IL+\phi_1)} W(0) \frac{W(k-k_1)}{W(0)}
+ A_{k_2, l} e^{j(\Omega_2 IL+\phi_2)} W(0) \frac{W(N+k-k_2)}{W(0)} \right)
\]

\[
= \arg \left( X(k_1, l) \frac{W(k-k_1)}{W(0)}
+ X(k_2, l) \frac{W(N+k-k_2)}{W(0)} \right).
\]

(24)

Finally, in the test stage, the phase of the \((k,l)\)-th T-F unit can be estimated by replacing \( X(k_1, l) \) in Eq. (24) by its estimate \( \hat{X}(k_1, l) \) :

\[
\phi_x(k,l) \approx \arg \left( \hat{X}(k_1, l) \frac{W(k-k_1)}{W(0)}
+ \hat{X}(k_2, l) \frac{W(N+k-k_2)}{W(0)} \right).
\]

(25)
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