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Abstract

Recent progress in speech separation shows that deep neural
networks (DNN) based supervised methods can improve the
performance in difficult noise conditions and exhibit good gen-
eralization to unseen noise scenarios. However, existing ap-
proaches do not explore contextual information sufficiently. In
this paper, we focus on exploring contextual information using
DNN. The proposed method has two parts—a multi-resolution
stacking (MRS) framework and a boosted DNN (bDNN) clas-
sifier. The MRS framework trains a stack of classifier ensem-
bles, where each classifier in an ensemble concatenates the raw
acoustic feature and the outputs of its bottom ensemble as a
new feature, and different classifiers in an ensemble work with
different window lengths. The bDNN classifier first generates
multiple base predictions for a frame from a given window
that is centered on the frame and contains multiple neighbor-
ing frames, and then aggregates the base predictions for the fi-
nal prediction. Our experimental comparison with DNN based
speech separation in difficult noise scenarios demonstrates the
effectiveness of the proposed method in terms of both prediction
accuracy and objective speech intelligibility.

Index Terms: boosted deep neural networks, contextual infor-
mation, multi-resolution stacking, speech separation.

1. Introduction

Speech separation aims to separate speech from its noise mix-
ture. It has various real-world applications, such as hearing-
aids, robust speech recognition [1, 2], and speech communi-
cations. Speech separation techniques can be roughly catego-
rized to three classes—signal processing based ones, statisti-
cal model based ones [3, 4], and recent machine learning based
ones [5-8,8-11, 11-16]. The first two classes are efficient, but
they have some limitations in extremely difficult noise environ-
ments. Specifically, signal processing based methods, such as
Wiener filtering, minimum mean square error, and spectral sub-
traction, usually make strong assumptions about the interfer-
ence, e.g. quasi-stationarity, which limits their applications to a
general acoustic background. Statistical model based ones [3,4]
build various simple statistical models, such as Gaussian mod-
els, to model/smooth acoustic features. These methods gen-
erally work well when the background noise is relatively sta-
tionary, however, they are not very effective in capturing highly
variant and non-stationary noise distribution, particularly when
the signal-to-noise ratio (SNR) is low.

Machine learning based approaches, either unsupervised
[5-8] or supervised [8-11, 11-16], reformulate speech separa-
tion to a classification/regression problem. One type of unsu-
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pervised learning methods [5] take each time-frequency (T-F)
unit as a single data point and assign it to one of the potential
speakers by clustering, which is quite computationally costly.
Another type of unsupervised methods explore domain-specific
assumptions of data [6-8], such as assuming the accurate de-
tection of silence period for estimating the basis vectors of non-
negative matrix factorization [6] or the sparse property of noise
distribution for robust principle component analysis [7], which
may not be satisfied easily.

Supervised learning based approaches [8—11,11-16], which
can incorporate multiple acoustic features, prior knowledge,
and contextual information well, become more and more popu-
lar. Besides traditional Gaussian mixture models and support
vector machines, recent popular supervised methods also in-
clude nonnegative matrix factorization [8, 10, 11] and deep neu-
ral network (DNN) [11-16]. Particularly, when trained with
large-scale data and vast amount of noise types, DNN based
methods demonstrated strong generalization ability to unseen
noise scenarios [12—-16]. Further given the fast on-line predic-
tion of DNN, they are quite promising in industrial applications.
Hence, we pursue DNN based methods.

In this paper, we explore contextual information of data by
a simple hierarchical framework, named multi-resolution stack-
ing (MRS) (see Section 2.2). We also propose a compressed
ensemble of classifiers, named boosted DNN (bDNN) (see Sec-
tion 2.3), as the base classifier of the MRS framework. The
experimental results in Section 5 show that in terms of both
prediction accuracy and objective speech intelligibility, (i) the
proposed method outperforms DNN based speech separation
when they are given the same amount of training data; (ii) the
proposed method has a strong generalization ability that even
a small amount of training data can make it as effective as the
DNN based method with a large amount of training data.

2. Algorithm description
2.1. Preliminary

Common training targets of supervised speech separation (i.e.
ground-truth label) include clean spectrum, ideal binary mask
(IBM), and ideal ratio mask [14]. In this paper, we use IBM [17]
as our computational target. It is a time-frequency binary mask
defined as:

. 1
Ym,f = 0

where m and f index the time and frequency of an audio time-
frequency unit, SNR represents the ground-truth signal-to-noise

if SNR(m, f) > LC

otherwise

(e))

September 6 — 10, 2015, Dresden, Germany



ratio (SNR) at the unit, and LC (named local SNR criterion)
is a predefined threshold for a given SNR level. The value
1/0 means that the unit is dominated by speech/noise respec-
tively. In this paper, the IBM is generated by first filtering the
raw waves of clean speech and its noise mixture by an /-band
gammatone filterbank, then calculating the local SNR of each
time-frequency unit, and at last conducting masking by equa-
tion (1).

We formulate supervised speech separation as a clas-
sification problem.  Suppose the classifier is trained on
{(Xm, ¥m)}M_, and tested on a different set {x,, }7—;. The in-
put of the classifier is the acoustic features of frames {xm}%zl .
The ground-truth label of x,, is the IBM at the mth frame,
which is an [-dimensional binary vector denoted as y,, =
[ym,h e Ymofy e ym,l]T-

Note that the proposed method in this paper is not limited
to the IBM, it can use many other training targets.

2.2. Multi-resolution stacking

It is known that contextual information is important in improv-
ing the performance. One common technique to incorporate
contextual information is to train models with a fixed window
length that performs the best among several choices of window
lengths. We denote the technique of adding a window to in-
corporate neighboring frames the resolution. Here, we argue
that (i) for a certain task, although only one resolution performs
the best, other resolutions may still provide useful information
that may further improve the performance; (ii) although we can
manage to pick up the best resolution for a certain task, it is
still inconvenient to do so case by case. We propose a simple
framework, named multi-resolution stacking, to solve the two
problems together.

As described in Figure 1, MRS is a stack of classifier en-
sembles. In the training stage of MRS, suppose we are to train
S building blocks. The sth building block has K classifiers,
denoted as { fs,x(-)}12,. The kth classifier f () takes z; as
the input:'

X if s=1

@

Zs = T
AT T T :
|:y571,17"~,y‘371,K5,17x ] if s>1

and takes y as the training target, where {§,_1 / }55: - are the
soft predictions of the training frame x produced by the (S —
1)th building block. After fs () is trained, it produces a soft
prediction ¥ . of z, for the upper building block.

If the resolution of f(-) is Wy, (k = 1,..., K), then it
uses the extended feature

r T T T
Zs - Zs,fws’;wzs,st,k«l»l <y 25,09

T T
"stws,kfl’z-sst,k] (3)
instead of the original feature z, as its training feature, where
the subscript 0 in z o is a general index for describing any train-
ing frame.

Doubling resolution W will double the size of training data.
Hence, MRS is hard to handle both a large W and a large
training set. To reduce the memory requirement of comput-
ing power, we present a trick: one can pick a subset of frames
within the window instead of all frames. In this paper, we pick

IFor clarity, we omit the time index of the training and test frames
in this subsection.
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Figure 1: Diagram of the multi-resolution stacking training.
The variables in the figure are defined in Section 2.2. The dia-
gram draws two building blocks. Each trapezoid module repre-
sents a base classifier.

the frames indexed by {—W, -W + u, -W + 2u,...,—1 —
u,—1,0, 1,14 u,...,W —2u, W —u, W}, where u is a user
defined integer parameter. This trick not only makes all clas-
sifiers in a building block have the same amount of memory
requirement but also does not decrease the performance signifi-
cantly in experience.

In the test stage of MRS, we get a serial soft predictions as
we did in the training stage from bottom up. Different from the
training stage, the test stage has a hard decision step: after get-
ting the output of the Sth building block, we do a hard decision
on the output of any classifier in the building block, e.g. ¥s &,
by:

_ 1 if gswy >0
S,k,f = . >
Ysik.g 0 otherwise

and take y s, as the final prediction, where s x,7 (Or §s,k,7) is
the fth element of ¥s 5 (or ¥s,x), and ¢ is a decision threshold
tuned on a development set.

As will be shown in the experiment, when we increase the
number of building blocks, the prediction accuracy will be im-
proved, and the variation between different classifiers will be
reduced.

Vi=1,..., @@

2.3. Boosted DNN for speech separation

In this section, we introduce a classifier, named boosted DNN,
as the base classifier of MRS. The idea is motivated from en-
semble learning, which first produces multiple different predic-
tions and then averages them for a better prediction. Ensemble
learning is quite useful in practice, but it is too costly, particu-
larly for large-scale models, such as neural networks and deci-
sion trees. Here we combine the ideas of ensemble learning and
model compression by generating multiple different predictions
from a single DNN.

Given the mth frame z,,, defined in equation (3), bDNN
trains a standard DNN with a modified training target y,,
[yg—W7 yTI:L—W+17 e 7y71;7.7 s 7y71;7.+W—17 y'rj:z—Q—W]Tv Where
W is the resolution of bDNN.

In the test stage of bDNN, after getting the prediction result

T
Vo of z,.ie. = [y;:VVVV)T,...,yﬁ?)?...,yfﬁvﬂ . we



extract multiple base predictions of z,, from {¥n 4 e _w,
w

denoted as {yn +w} accordingly, where Y.,
w=—W

~(0) T

[A(—wq T ~wy 11T
Vot

Yntw—w s--- 'Y ntw+w
output prediction of a frame by DNN that is w frames behind
z,,, and yfﬁﬁb represents the ath base prediction of the frame z,,
which is contained as part of the output prediction of z/, , ,, from

DNN. Then, we aggregate the base predictions as follows:

S i)
2W +1 ’

Finally, the predicted binary mask of z,, is calculated by equa-
tion (4).

The key advantage of bDNN is that it not only can gener-
ate multiple diverse predictions but also reduces the time and
storage complexities to that of training a single DNN model.
Its weakness is that because all different predictions share the
same DNN generator, the diversity between the predictions is
not as large as the situation that all predictions are generated
independently from multiple DNNs.

represents the

Gn.p = Vi=1,...,1L )

3. Feature description

Multi-resolution cochleagram feature, first proposed in [18], is
used as the acoustic feature. For the integrality of this paper, we
present it briefly as follows. Multi-resolution cochleagram is
a concatenation of 4 cochleagram features with different win-
dow sizes and different frame lengths. The first and fourth
cochleagram features are the 64-dimensional log-scale energy
of frames with frame lengths set to 20 ms and 200 ms respec-
tively, where each dimension is calculated from one correspond-
ing channel of a 64-channel gammatone filterbank. The sec-
ond and third cochleagram features are calculated by smooth-
ing each time-frequency unit of the first cochleagram feature
with two square windows that are centered on the unit and have
the sizes of 11 x 11 and 23 x 23. After calculating the 256-
dimensional multi-resolution cochleagram feature, we calculate
its Deltas and double Deltas, and then combine all three into a
768-dimensional feature.

4. Relationship to prior work

We summarize the relationship of this study to previous work
as follows. (i) The stacking training is motivated from the su-
perior generalization ability of stacked generalization [19] and
more recent deep tensor stacking networks [20, 21] over their
building blocks. Different from [19], our method takes the raw
feature as part of the input of each building block. Different
from [20, 21], each building block of our method is a bDNN
ensemble but not a single neural network with only one hid-
den layer, and also, each block of our method takes the output
of its direct predecessor block as its input instead of taking the
outputs of all predecessor blocks into account. (ii) The multi-
resolution scheme is motivated from the effectiveness of multi-
resolution cochleagram feature [18] over its components. Dif-
ferent from [18], our method uses the training method to incor-
porate contextual information instead of simply averaging the
amplitude of neighboring units, so that it tends to be more pow-
erful in fusing contextual information. (iii) bDNN is general-
ized from [22] and is rooted in ensemble learning. Our method
can be categorized to the ensemble methods of manipulating
training features [23]. However, different from common ensem-
ble methods which train a lot of weak learners with costly com-
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putational budgets, we can get a set of predictions from only
one DNN. (iv) bDNN is also related to the model compression
of ensemble methods [24,25]. Different from [24,25], bDNN
compresses an ensemble of models by extending the target of a
single DNN, while the methods in [24,25] compress an ensem-
ble of models by first pretraining an ensemble and then using
the soft output of the ensemble as the target of a new DNN.

Our method is also different from existing speech separa-
tion techniques in [8, 10, 11, 13, 14] which take neither multi-
resolution training nor stacking. They also did not explore con-
textual information as heavily as ours.

5. Experiments
5.1. Experimental settings

We used the clean speech corpus of AURORA4 [26] corrupted
by the ‘babble” and “factory” noise in the NOISEX-92 noise
corpus in extremely low SNR levels (i.e. [—5,0,5] dB). We
randomly selected 30 and 300 utterances from the clean cor-
pus as our training sets, 20 utterances as our development set,
and 60 test utterances for testing. Note that for each noisy cor-
pora, the additive noises for training, development, and test
were cut from different intervals of a given noise. For train-
ing each DNN/bDNN by backpropagation, we picked the model
that achieved the highest area under the receiver operating char-
acteristic curve (AUC) on the development set. We chose the
decision threshold § (in equation (4)) that achieved the highest
speech hit rate minus false alarm rate (HIT—FA) on the develop-
ment set as the operating point. We used a 32-band gammatone
filterbank to generate the IBM (i.e. [ = 32).

We compared with the DNN based speech separation that
took the raw feature x as the input and predicted the 32-
dimensional IBM directly. Because bDNN uses only one DNN
model, we set the DNN models of both the DNN based speech
separation and bDNN with the same parameter setting as fol-
lows for a fair comparison. The hidden units were tanh function.
The output units were sigmoid function. Neither pretraining nor
dropout was used. The DNN has two hidden layers. The num-
ber of units of each hidden layer was set to 1000. The number
of epoches was set to 70. The batch size was set to 512. The
learning rate for the adaptive stochastic gradient descent was set
to 0.0008. Note that we have tried various parameter settings
and found that the aforementioned setting performed best, par-
ticularly, using tanh function was consistently better than using
sigmoid function or rectified linear unit.

For our MRS training, we trained 2 building blocks (i.e.
S = 2). Each building block trained 4 bDNNs with resolution
parameters (W, u) set to {(3,1), (5,2),(9,4), (13,6)} respec-
tively. We took the hard decision on the soft output of the bDNN
with a parameter (5, 2) at the top building block as the final re-
sult of MRS. For comparison, we also took the hard decision
on the soft output of the bDNN with a parameter (5, 2) at the
bottom building block as the performance of the bDNN based
speech separation. Note that given the aforementioned param-
eters, each resolution selected only 7 frames, which means all
bDNNs had the same storage complexity.

We used AUC, HIT—FA, and short-time objective intelligi-
bility (STOI) [27] as the evaluation metrics, where AUC evalu-
ates the overall quality of the soft prediction § (compared to the
IBM), HIT—FA evaluates the prediction accuracy at the optimal
operating point (i.e. y), and STOI evaluates the intelligibility of
the time-domain speech signal that is resynthesized from the
predicted binary mask. For all metrics, the higher the value is,



Table 1: Performance comparison between the DNN based, bDNN based, and MRS based speech separation methods in three evaluation
metrics—AUC, HIT—FA, and STOI, given a training corpus of 30 utterances. The numbers in bold indicate the best results.

AUC (%) HIT—FA (%) STOI

Noise type | SNR || DNN | bDNN | MRS || DNN | bDNN | MRS || DNN | bDNN | MRS
—5dB || 79.00 | 81.93 | 8295 || 42.33 | 46.96 | 49.49 || 0.5632 | 0.5871 | 0.5902
Babble 0dB || 8596 | 88.92 | 89.50 || 5530 | 61.30 | 63.13 || 0.7118 | 0.7354 | 0.7376
5dB || 90.90 | 9321 | 93.80 || 66.04 | 71.12 | 72.98 || 0.8247 | 0.8366 | 0.8399

—5dB || 79.15 | 83.56 | 84.80 || 43.64 | 50.85 | 53.21 || 0.5572 | 0.5861 | 0.5871

Factory 0dB || 87.68 | 90.75 | 91.37 || 59.42 | 65.71 | 67.15 || 0.7136 | 0.7375 | 0.7385
5dB || 92.02 | 9437 | 95.14 || 69.23 | 74.08 | 76.18 || 0.8309 | 0.8455 | 0.8515

Table 2: Performance comparison between the DNN based, bDNN based, and MRS based speech separation methods, given a training

corpus of 300 utterances.

AUC (%) HIT—FA (%) STOI
Noise type | SNR || DNN | bDNN | MRS || DNN | bDNN | MRS || DNN | bDNN | MRS
—5dB || 82.31 | 83.95 | 84.22 || 47.88 | 50.56 | 51.30 || 0.6034 | 0.6124 | 0.6211
Babble 0dB || 89.50 | 91.37 | 91.68 || 62.74 | 66.73 | 67.81 || 0.7480 | 0.7559 | 0.7630
5dB || 93.78 | 94.87 | 95.09 || 72.91 | 75.19 | 76.26 || 0.8384 | 0.8510 | 0.8544
—5dB || 84.52 | 86.89 | 87.48 || 52.80 | 57.08 | 58.06 || 0.5996 | 0.6133 | 0.6176
Factory 0dB || 91.31 | 9328 | 93.82 || 67.22 | 71.36 | 73.05 || 0.7430 | 0.7606 | 0.7654
5dB || 94.94 | 9634 | 96.73 || 76.54 | 79.79 | 81.24 || 0.8517 | 0.8623 | 0.8643

the better the performance is.

5.2. Results

Tables 1 and 2 list the performance comparison between the
DNN based, bDNN based, and MRS based speech separation
methods in three evaluation metrics. From the tables, we ob-
served the following experimental phenomena. (i) The pro-
posed MRS is consistently the best one in all evaluation met-
rics and noise scenarios, while bDNN performs better than the
baseline DNN. (ii) When we do not have enough training data,
the superiority of bDNN and MRS over DNN is apparent. (iii)
MRS trained with a corpus of only 30 utterances is as effec-
tive as DNN trained with a corpus of 300 utterances, which
demonstrates the strong generalization ability of MRS. The last
two phenomena are important for the practical use of MRS. As
shown in [13], the strong generalization of DNN to unseen noise
scenarios is usually made by collecting a large number of noise
scenarios. If each noise scenario needs only a small fraction of
speech, as our MRS did, the scales of training corpora can be
significantly reduced.

Table 3 shows the performance standard-deviations of the
4 component outputs of MRS at each building block. From
the table, we observed that the standard-deviations are reduced
along with the increase of the number of building blocks, which
implies that when more building blocks are stacked, the bDNN
classifiers in the top building blocks are improved together and
tend to be similar.

6. Conclusions

In this paper, we have proposed MRS framework to explore the
contextual information of supervised speech separation deeply,
and then proposed bDNN as the base classifier of MRS. Specif-
ically, MRS is a stack of classifier ensembles. The classifiers in
an ensemble share the same input feature, work with different
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Table 3: Standard-deviations of the performance of the 4 com-
ponent outputs of MRS at the bottom (denoted as MRS1) and
top (denoted as MRS2) building blocks. The reported variances
are average ones over all 6 noise scenarios. The results in the
upper half of the table is produced from a training corpus of 30
utterances. The results in the bottom half is produced from a
training corpus of 300 utterances.

AUC (%) | HIT—FA (%) | STOI
MRS 0.33 0.64 0.0031
30 utterances
MRS2 0.17 0.40 0.0019
MRS1 0.19 0.37 0.0022
300 utterances
MRS2 0.10 0.21 0.0011

window lengths (i.e. different resolutions), and generate mul-
tiple different predictions which will be further concatenated
together with the raw acoustic feature for the upper ensemble.
bDNN first produces multiple different base predictions of a
given frame by bootstrapping its contextual information, and
then averages the base predictions for the final prediction.

Experimental results on extremely difficult environments
have shown that the proposed method produces better perfor-
mance than the DNN based speech separation method, and
moreover, the proposed method trained with a small amount of
data yields equivalently good performance as the DNN based
method with a large amount of data. These results demonstrate
the strong generalization ability of the proposed method.
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