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Efficient Multiple Kernel Support Vector Machine
Based Voice Activity Detection

Ji Wu, Member, IEEE, and Xiao-Lei Zhang, Student Member, IEEE

Abstract—In this letter, we propose a multiple kernel sup-
port vector machine (MK-SVM) method for multiple feature
based VAD. To make the MK-SVM based VAD practical, we
adapt the multiple kernel learning (MKL) thought to an efficient
cutting-plane structural SVM solver. We further discuss the
performances of the MK-SVM with two different optimization
objectives, in terms of minimum classification errors (MCE) and
improvement of receiver operating characteristic (ROC) curves.
Our experimental results show that the proposed method not only
leads to better global performances by taking the advantages of
multiple features but also has a low computational complexity.

Index Terms—Data fusion, multiple kernel learning, receiver op-
erating characteristic, voice activity detection.

I. INTRODUCTION

O achieve robust voice activity detection (VAD) against

its background noise is one of the key issues in practical
speech system. There are many kinds of VAD features. If we
stick them together, we might get better performance than using
them separately. Recently, the feature level data fusion methods
have been used in the support vector machine (SVM) based
VADs [1], [2].

In this letter, we propose to use a kernel level data fusion
method, called multiple kernel SVM (MK-SVM) [3]-[5], to
further improve the performance of VAD. However, traditional
MK-SVM algorithm is too computationally expensive for VAD
in practice. To make the MK-SVM based VAD practical, we
adapt the multiple kernel learning (MKL) thought to a struc-
tural SVM solver [6]-[9], where the computational burden can
be overcome by the cutting-plane algorithm. Furthermore, after
the adaptation, different optimization objectives are easily im-
plemented, such as minimum classification error (MCE) and im-
provement of receiver operating characteristics (ROC) curves
[10]. We will discuss the performances of the MK-SVM with
above two objectives.

II. REVIEW OF MK-SVM AND PROBLEM FORMULATION

Given D dimensional observations X = {x;}._; with xZ

X C RP, their labels j = {y;};_, withy; € {-1, +1} =
representing speech absence and presence at x; respecnvely,
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and () mapping function ¢,(-) : X — F,,q = 1,...,Q,
where F, is the gth kernel space, the original definition of the
classification-MK-SVM problem is formulated as [4], [5]!, 2

||Wq|| z
8 min, 5 Z T

Q
s.t. Vi (ZwT¢qx[>21—gi;Zeq=1 (1)
g=1

where C' is a user defined constant, 8, is the weight of the
gth mapping function ¢,(-), and {¢;}_, are the n-slacks. A
common method of solving (1) is to do the following two steps
iteratively until convergence. For Step 1, we fix # and solve the
Lagrange dual [11] of (1):

1a——a (ZHH) 2)

with w, formulated as w, = 6, > | @;yidq(x;), where a is
a vector of Lagrangian variables, 1,, is a vector with all entries
equivalent to 1, and the Gram matrix H, is defined as

t,j=1,...,n 3)

where K, (x;,X;) 2 (pq(x:)d4(x;)) is the kernel inner product
of the gth kernel. For Step 2, we update # to further decrease the
objective value of (1).

For a VAD problem, an observation can have different
acoustic feature expressions, such as different kinds of energy,
which can be regarded as different mapping values of the
observation. We might improve VAD’s performance by taking
multiple feature expressions into the MK-SVM.

In most VAD applications, real-time detection is a strong de-
mand. But from the formulation of w, the time complexity for
predicting a single observation is even as high as O(@Qn).3

In VAD evaluation, ROC curves reflect the global per-
formance of VAD directly. The maximum of the area under
ROC curve (MaxAUC) is considered as the optimal VAD
performance regardless of any tunable parameters, thresholds,
and environmental conditions. Recently, Yu [10] proposed a
discriminative training method for MaxAUC. However, this
objective was not studied in SVM based VAD yet.

max
0<a< %1

Hyij = vy Kq(Xi,%5),

III. STRUCTURAL MK-SVM BASED VAD

A. Efficient Structural MK-SVM

In [6]-[9] Joachims took the relationship of observations into
consideration, and proposed the structural single kernel SVM

I'We omit the bias term & of the classification hyperplane according to [6].
2We didn’t consider the L. -norm term of the kernel weight 8’s constraint in
[5] for simplicity.

3The computation of each kernel inner product K (x;, x) is counted as 1.

1070-9908/$26.00 © 2011 IEEE
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(SK-SVM) which aimed at finding the maximum margin be-
tween different structures of the observations. In this subsec-
tion, we extend the structural SK-SVM to multiple kernel sce-
nario for the above two problems. After defining the kernel fea-
ture tuple ¢ (X) € F, = F, x ... x F, and the label tuple
gy €)Y =Y x...x Y, the objective of 1-slack structural
SK-SVM [6], [8] is easily extended to MK-SVM

min min
8>0 w,;.£>0

LR Wl | e
2 b,
g=1
Q —
s.t.26q:1;Vg’ eV\7:

q*l
—ZW

where U, (X, ¢) is a feature vector that can be seen as a srmr—
larity measure between ¢4(%) and the pseudo label tuple §’ [8],
A(7,7') is the loss between § and §'. We define ¥, (X, §) =
Yoi . yide(x;) which is the same as [6].

Here, we focus on Step 1 of solving (4) only. Given fixed 8,
(4) can be solved by cutting-plane algorithm [6], [8], [9]. Given
the current cutting-plane working constraint set @ = {g; }, ",
the cutting-plane MK-SVM solves problem (5) and adds the
most violated constraint gjfm 41 to € iteratively until conver-
gence occurs.

— Uy (%.9)) = A( y)-¢ @

min li itk + C¢
q=1 O

wy,£>0 2 —
Q — —
SEVHL, €Q: Y Wi, > Ay —¢ (5)
g=1
where U, is short for (1/n)(T,(X,7) — U, (X, 7)), Ay is
short for (1/n)A(g, 7). Because it’s often difficult to get the
explicit expression of ¢,(-), we solve (5) in its dual as

IH;LXA o — —a (ZG H > a; s.t. 1‘1;“(1 <C  (6)

with w, = 4, Zk 1 qk,wherez =[Ar...
entry of the Gram matrix H, is defined as

A|Q‘]T, the

Hypy =900, ki=1,...]0

O]

The derivation is in Appendix. The cutting-plane algorithm usu-
ally converges very fast with an upper bound convergence rate
of O(1/€) [7], which means || < n and is irrelevant to n,
where € is a user defined cutting-plane solution precision. There-
fore, compared to (2), the scale of the Gram matrix in (6) is very
small and irrelevant to the training set size.

Another expensive O(n) scaling behavior at ¥, j, which
causes a computational complexity of O(n?) for H, and O(n)
for w,, can be eliminated by substituting ¥, w1th its sparse
estimation W, = f,5b,(bgr).* where (By.1,byx) is the

4Only one basis vector is used for the estimation of a single ¥.

basis vector estimated by the cutting-plane subspace pursuit
(CPSP) algorithm [9].

Algorithm 1: Efficient Structural MK-SVM

(Step 1)

1: repeat:
(Step 2)

20 Q0|0 <0
3: repeat:
4 forqg=1,...,0 do
5: H, « (Hyr1)1<ki<|0), Where Hy 3.1 = ‘i’ik‘ifq,z-
6 end for
7 Solve the quadratic programming (6) and get «.
8 Calculate h(X) : h(x) < Zq | Wl ¢ (x), where
w, =0, ZLQ:‘l U‘k‘ijq,h
9: - Calculate the most violated constraint 7|, ., from A(x)
as [6].

10: Renew 2 :  «— QU g|’m+1.
11: || —
12: Calculate A\QI (Section III-C).
13: forg=1,....Q do

Q) + 1.

14: Estimate ‘1/%'(2‘ = /{3q,|§2\¢q(bq,\9\) frorn \I}%lg‘
(Section III-C) by CPSP [9].
15: end for

16: until convergence of the cutting-plane algorithm.
17: update by the level-method [5].

18: until convergence of the level-method.

We summarize the efficient structural MK-SVM algorithm
briefly in Algorithm 1, which is easily implemented by firstly
modifying the SVMP*"f TOOLBOX [12] (Algorithm 3 of [9]5 to
multiple kernel case, and then adding the algorithm of updating
f [4], [5] as the outer loop.

B. MK-SVM Based VAD

Given an observation o, we might get P different acoustic
feature expressions {x!,...,xT}. Then, each feature x? is
further mapped to @, kernel spaces by (possibly conven-
tional) mapping functions {¢? (xp)}% . The kernel feature
group {{61(x1)} ... ., [6F(xP)} 9%} is the input of the
MK-SVM. It can be regarded as a serial generalized kernel ex-
pressions {qbq(o)}?:l with @} = 211::1 (), where the acoustic
feature extraction methods have been fused into the design of

¢q()

5The Algorithm 3 of [9] is only for classification-SVM.
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Fig. 1. ROC curve comparison of SK\MK-SVM based VAD with different op-
timization objectives in car noise (SNR = 5 dB). W# is short for the MO-MP

features with different window lengths.

The prediction rule of the MK-SVM based VAD is defined as

g=1
P Q 19 i

=SS ey ws K (bqk,xp)A< 7 (8)
p=1g=1 k=1 y=

where {62, {(3] .. b} )}\ﬂl } and KZ(-,-) are the estimated
parameter group and the kernel function respectively relating to
the gth kernel of the pth acoustic feature of o,y = —1 (or 1) de-
notes the speech absence (or presence) of 0, (o) is regarded as
the soft output of MK-SVM, and 7 is used to tune the operating
point of VAD. From the prediction rule, it’s easy to know that
the proposed method can classify a single observation only in
time O(Q|€}|) and has a storage complexity of only O(( ),
which makes it practical.

C. Different Optimization Objectives

After combining MKL thought with the structural SK-SVM,
using the structural MK-SVM to pursue MCE and MaxAUC is
easily implemented as [6] did. For integrity of this letter, we
present them briefly as follows.

For MCE. A, = (1/20) 57 Iy — vhils Wou =
(1/2n) 327 (yi — Y ;)pe(x:). For MaxAUC, all positive
(speech) labeled observations are denoted as L, = { x;}i,,and
all negative (noise) labeled ones are denoted as Ly = {xj}
After defining a new structure on the observations as d)q(xw) =
cb (xq) ¢q(x;) with y; ; = 1, the similarity is defined as

qk - 1/971 N Zz 12 ( y;CLJ)(/) (xl_]) and the
loss is defined as A}, = (1/2n na) Yoy 25t (1= Yhis)-
An efficient calculation method was presented in Algorithm 3
of [6].

IV. EXPERIMENTAL ANALYSIS

All experiments are conducted with MATLAB 7.8 on a 2.4
GHZ Itel(R) Core(TM)2 Duo PC running Windows XP with 2
GB main memory. Seven noisy test corpora of the AU-RORA2
[13] are used. The signal-to-noise ratio (SNR) level is about 5
dB. Each test corpus contains 1001 utterances, which are split
randomly into three groups for training, developing and evalua-
tion respectively. Each training set and development set consist
of 300 utterances respectively. Each evaluation set consists of
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TABLE 1
PERFORMANCE COMPARISON (%) OF THE SK\MK-SVM BASED VADS WITH
MCE AS THE OBJECTIVE. “W#” IS SHORT FOR THE MO-MPS WITH DIFFERENT
WINDOW LENGTHS. THE VALUES IN BRACKETS ARE STANDARD DEVIATIONS

Accuracy
Noise SK (W2) SK (W8) SK (W14) | MK (W2&14)
Babble 56.86 (5.67) | 74.24 (1.48) | 73.70 (1.70) | 75.04 (0.85)
Car 81.67 (0.48) | 84.63 (0.48) | 83.57 (0.25) | 84.60 (0.16)
Restaurant | 71.13 (1.07) | 73.22 (1.52) | 73.39 (1.57) | 73.94 (0.88)
Street 55.17 (1.08) | 59.96 (5.37) | 62.06 (5.70) | 61.40 (3.80)
Airport 7379 (0.45) | 73.96 (1.26) | 73.70 (0.58) | 74.70 (0.49)
Train 72.89 (1.80) | 74.70 (1.12) | 73.90 (1.39) | 75.77 (0.61)
Subway 71.14 (1.17) | 74.15 (1.52) | 76.28 (1.37) | 75.77 (1.57)
Corresponding AUC
Noise SK (W2) SK (W8) SK (W14) | MK (W2&14)
Babble 72.42 (8.37) | 80.74 (3.48) | 79.36 (4.05) | 83.49 (2.40)
Car 85.75 (1.88) | 89.35 (1.43) | 88.65 (1.59) | 91.06 (1.32)
Restaurant | 79.43 (0.52) | 81.94 (1.27) | 82.16 (1.08) | 83.18 (0.57)
Street 69.57 (8.72) | 78.33 (3.64) | 77.25 (6.92) | 79.58 (3.06)
Airport 79.86 (1.66) | 80.39 (2.02) | 79.89 (1.54) | 82.01 (1.26)
Train 78.98 (2.57) | 80.18 (2.76) | 79.41 (3.18) | 82.93 (1.15)
Subway 79.37 (0.91) | 83.53 (1.02) | 84.08 (1.48) | 84.66 (0.87)

401 utterances. We concatenate all short utterances in each data
set into a long one so as to simulate the real-world application
environment of VAD. Eventually, the length of each long utter-
ance is in a range of (450 750)s with about 65% speeches. The
observation is 25 ms with an overlap of 10 ms. In our previous
work, we have implemented the structural SK-SVM in the same
way as the SVMP [12].

In every noise scenario, we run the SK\MK-SVMs ten
times and report the average results. For each independent
run, 6000 observations are randomly extracted from the
training set for training. Then, the classifier that yields the
best performance on the development set is picked up from
the grid search of the parameters. For the SK-SVM based
VAD, the parameter C is set to 2!2. The Gaussian RBF kernel
K(xi,xj) = exp(—||xi — x;]|?/(20?)) is used. The kernel
width ¢ is searched from [0.54, A, 2A], where A is the average
Euclidean distance from all feature samples. For the MK-SVM
based VAD, we take two kinds of features (P = 2). C is also set
to 212, Each feature uses only one RBF kernel ()1 = Q2 = 1).
The best classifier is picked up from searching the kernel width
pair [01, 03], where o, p =1, 2, is obtained in the same way as
the SK-SVM based VAD. At last, we report the performance of
the selected classifier on the evaluation set.

Two experiments with different features are conducted.

In the first experiment, the multiple-observation maximum
probability (MO-MP) feature [2], which is extracted from the
revised multiple-observation likelihood ratio test (RMO-LRT)
[14], is used for performance analysis. Because the MO-MP fea-
tures with different window lengths yield different ROC curves,
we use three MO-MP features with window lengths of {2, 8§,
14} respectively. Because the MO-MP with a window length
of eight achieves the optimal performance in many noise sce-
narios of AURORAZ2 according to [14], [15], we use two infe-
rior MO-MP features with window lengths of 2 and 14 respec-
tively as the inputs of MK-SVM to show the power of the pro-
posed method.

Fig. 1 gives an example of the ROC curve comparisons of the
SK\MK-SVM based VADs in car scenario. From the figure, the
MK-SVM based VAD yields better ROC curves than SK-SVM
based VAD at both of the optimization objectives.

Table 1 lists the performance comparisons of the
SK\MK-SVM based VADs with MCE as the objective. Table II
lists the comparisons with MaxAUC as the objective. From the
two tables respectively, we can conclude that the MK-SVM
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TABLE 11
PERFORMANCE COMPARISON (%) OF THE SK\MK-SVM BASED VADS
WITH MaxAUC AS THE OBJECTIVE. “W#” IS SHORT FOR THE
MO-MPS WITH DIFFERENT WINDOW LENGTHS. THE VALUES IN
BRACKETS ARE STANDARD DEVIATIONS

Corresponding accuracy
Noise SK (W2) SK (W8) SK (W14) | MK (W2&14)
Babble 77.57 (1.39) | 78.79 (0.75) | 77.53 (0.68) | 78.68 (0.60)
Car 81.94 (0.63) | 84.16 (0.94) | 83.43 (0.46) | 84.46 (0.36)
Restaurant | 70.19 (2.70) | 73.19 (3.61) | 74.21 (3.09) | 75.39 (1.33)
Street 71.07 (2.49) | 72.36 (6.78) | 75.10 (1.60) | 74.43 (1.28)
Airport 71.45 (4.62) | 73.19 (3.48) | 73.16 (1.04) | 74.70 (0.66)
Train 70.53 (5.70) | 74.68 (1.33) | 73.65 (1.69) | 75.95 (0.70)
Subway 71.62 (2.49) | 76.06 (1.81) | 75.77 (3.41) | 76.57 (1.89)
AUC
Noise SK (W2) SK (W8) SK (W14) | MK (W2&14)
Babble 83.90 (2.15) | 85.42 (1.41) | 83.77 (0.98) | 86.21 (0.74)
Car 87.78 (0.33) | 90.16 (0.57) | 90.53 (0.38) | 92.09 (0.55)
Restaurant | 75.91 (2.97) | 78.36 (4.87) | 79.00 (3.85) | 81.30 (1.46)
Street 77.04 (2.75) | 77.65 (9.81) | 81.91 (1.71) | 81.10 (1.62)
Airport 76.40 (5.99) | 79.20 (4.63) | 79.76 (1.16) | 82.26 (0.82)
Train 76.11 (7.52) | 81.75 (1.74) | 79.93 (2.14) | 83.28 (0.69)
Subway 75.85 (5.76) | 81.89 (2.18) | 80.41 (5.65) | 82.49 (2.54)
TABLE III

CPU TIME COMPARISON (IN SECONDS) BETWEEN FEATURE EXTRACTION,
CLASSIFIER TRAINING AND TEST OF THE SK\MK-SVM BASED VADS
IN Babble Noise. NOTE THAT THE TIME FOR FEATURE EXTRACTION
IS ON THE TEST SET WHICH IS 721.14 S LONG

[ [SK (W2)[SK (W8)[SK (W14)| MK (W2&14)

|

| Feature extraction | 101.37 | 102.18 | 103.22 | 103.68 |

MCE | Tvaining | 844 | 2408 | 2808 | 7950 |

[Test | 038 | 039 | 039 | 078 |

[ Training | 2087 | 3139 [ 2762 | 12615 |

|Ma"AUC [Test | 038 | 038 | 035 | 075 |
TABLE IV

AVERAGE PERFORMANCES (%) OF THE SK\MK-SVM BASED VADS OVER
ALL NOISE SCENARIOS WITH MaxAUC AS THE OBJECTIVE

SK(MO-MP) | SK(MO-SNR) | MK
Corresponding accuracy 76.06 76.25 77.26
AUC 82.06 80.38 83.68

based VAD can achieve higher accuracies and larger AUCs
than that of the SK-SVM based one in most noise scenarios.

Comparing Table I with Table II, we can conclude that 1) for
the SK-SVM based VAD, taking MaxAUC as the optimization
objective is generally better than MCE. 2) For the MK-SVM
based VAD, it’s clear that MaxAUC is an overwhelmingly better
objective than MCE on both metrics.

Note that the optimization objective MCE aims to minimize
the classification error at a certain threshold, while the ob-
jective MaxAUC aims to optimize the whole ROC curve but
not a single operating point on the ROC curve. Therefore, if
MaxAUC is adopted as the objective, the optimal prediction
threshold n* should be decided on-the-fly. From this point of
view, the accuracies in Table I are obtained at »* = 0, while the
accuracies in Table II and their corresponding n* are obtained
by searching # in a wide range.

Table III lists the average CPU time on feature extraction,
classifier training and test of the SK\MK-SVM based VADs in
babble noise. Thanks to the CPSP algorithm [9], although the
test time of the MK-SVM classifier is about 2 times slower than
the SK-SVM, it’s also very efficient in practice. Note that the
same phenomenon is observed in other noise scenarios.

In the second experiment, the MO-MP and the multiple-ob-
servation SNR (MO-SNR) feature [2] are taken as two input fea-
tures of the MK-SVM. Both of the two features use a window
length of 8. For simplicity, Table I'V lists the average results over
all noise scenarios with MaxAUC as the objective. The experi-
mental result is consistent with the first experiment.

V. CONCLUSIONS

In this letter, we proposed a structural MK-SVM method for
multiple feature based VAD. Specifically, we used the MKL
method for the multiple feature fusion. Because the structural
SK-SVM not only was very efficient but also could be opti-
mized with different objectives, we adapted the MKL thought
to it, which led to the structural MK-SVM. The experimental
results showed that the MK-SVM based VAD achieved better
global performances than the SK-SVM based VAD and met the
real-time demand of the VAD.

APPENDIX

By using the Karush-Kuhn-Tucker (KKT) conditions [11],
the Lagrangian of (5) is formulated as

1 (w2
L{wy. §) = 529—4'05
=1 9

2| Q
Y o (B == Wil | - A (9)
k=1 g=1

where {cxk}gil, A are non-negative Lagrangian variables. Cal-
culating the partial derivatives with respect to the primal vari-
ables 9L /0w, = 0, 0L/9¢ = 0, we can get

Q| |

Wy =0, Ty, C—=> ap—A=0 (10
k=1 k=1
Substituting (10) to (9) can get the dual form of (5) as (6).
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