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Abstract—Automatic speech recognition (ASR) has been signif-
icantly improved in the past years. However, most robust ASR
systems are based on air-conducted (AC) speech, and their per-
formances in low signal-to-noise-ratio (SNR) conditions are not
satisfactory. Bone-conducted (BC) speech is intrinsically insensitive
to environmental noise, and therefore can be used as an auxiliary
source for improving the performance of an ASR at low SNR. In
this paper, we first develop a multi-modal Mandarin corpus, which
contains air- and bone-conducted synchronized speech (ABCS).
The multi-modal speeches are recorded with a headset equipped
with both AC and BC microphones. To our knowledge, it is by far
the largest corpus for conducting bone conduction ASR research.
Then, we propose a multi-modal conformer ASR system based
on a novel multi-modal transducer (MMT). The proposed system
extracts semantic embeddings from the AC and BC speech signals
by a conformer-based encoder and a transformer-based truncated
decoder. The semantic embeddings of the two speech sources are
fused dynamically with adaptive weights by the MMT module. Ex-
perimental results demonstrate the proposed multi-modal system
outperforms single-modal systems with either AC or BC modality
and multi-modal baseline system by a large margin at various
SNR levels. It also shows the two modalities complement with each
other, and our method can effectively utilize the complementary
information of different sources.

Index Terms—Speech recognition, multi-modal speech
processing, bone conduction, air- and bone-conducted speech
corpus.

I. INTRODUCTION

AUTOMATIC speech recognition (ASR) has achieved sig-
nificant improvement in the deep learning era. In [1],

Manuscript received 30 January 2022; revised 1 August 2022 and 30 October
2022; accepted 7 November 2022. Date of publication 23 November 2022;
date of current version 15 December 2022. The work of Susanto Rahardja was
supported in part by the Oversea Expertise Introduction Project for Discipline
Innovation, 111 Project, under Grant B18041. This work was supported in part
by the National Science Foundation of China, under Grant 62176211, and in
part by the Innovation Foundation for Doctor Dissertation of Northwestern
Polytechnical University. The associate editor coordinating the review of this
manuscript and approving it for publication was Dr. Ozlem Kalinli. (Mou Wang
and Junqi Chen contributed equally to this work.) (Corresponding authors:
Susanto Rahardja; Xiao-Lei Zhang.)

Mou Wang, Junqi Chen, and Xiao-Lei Zhang are with the School of Marine
Science and Technology, Northwestern Polytechnical University, Xi’an 710072,
China (e-mail: wangmou21@mail.nwpu.edu.cn; jqchen@mail.nwpu.edu.cn;
xiaolei.zhang@nwpu.edu.cn).

Susanto Rahardja is with the School of Marine Science and Technology,
Northwestern Polytechnical University, Xi’an 710072, China, and also with
the Singapore Institute of Technology, Singapore 138683 (e-mail: susantora-
hardja@ieee.org).

Digital Object Identifier 10.1109/TASLP.2022.3224305

deep neural networks (DNN) were introduced into large vocab-
ulary continuous speech recognition, making the DNN-Hidden
Markov Model (DNN-HMM) architecture predominating ASR.
Subsequently the end-to-end deep models which essentially inte-
grate HMM into neural network architectures overtook the pop-
ularity. There are mainly three categorises, i.e., the connectionist
temporal classification (CTC) model [2], recurrent neural net-
work transducer [3], and encoder-attention-decoder model [4].
Inspired by the success of the transformer architecture in other
sequence-to-sequence tasks [5], a number of transformer-based
ASR systems have achieved the state-of-the-art performance [6],
[7].

Although huge efforts have been made, modern ASR sys-
tems still suffer from adverse acoustic conditions [8], such as
reverberation, channel distortions, ambient noise, and multiple
speakers. To address the issue of improving ASR robustness,
many articles were published in the literature and they can be
mainly divided into two categories: (i) feature-based front-ends,
and (ii) model-based ASR back-ends. The former attempts
to remove the noise component from the acoustic feature by
adding a speech enhancement front-end or applying a feature
transformation [8], [9], [10]. The latter relies on a model to
realize robust ASR,which includes three types, i.e., learning
the noise-invariant semantic representations [11], exploring the
novel noise-robust acoustic models [12], [13], and designing the
noise-aware adaptive training methods [14], [15]. However, the
aforementioned methods consider speech signals only, leaving
large amount of complementary information from other modal-
ities unexplored.

Inspired by the multi-modal nature of human speech per-
ception, there have been increasing interests in incorporating
other modalities into ASR recently [16]. A typical multi-modal
ASR is the audio-visual speech recognition, which collects video
recordings of speakers’ mouths jointly with their speech record-
ings [17], [18], [19], [20], [21]. The complementary information
in the video recordings is that lip movements can provide an ap-
parent place of articulation [22]. Although such complementary
information is immune to acoustic noises, audio-visual speech
recognition still faces several challenges.

Since the performance of multi-modal ASR depends cru-
cially on how much complementary information the modalities
provide each other [16], generally the lip movements of some
phonemes are similar, which results in limited complementary
information. In addition, the visual recordings themselves face
many real-world problems that hinder the effectiveness of the
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audio-visual speech recognition, including missing of faces,
occlusion, low resolution, and additional computational com-
plexity.

All the aforementioned ASR methods were developed with
air-conducted (AC) speech only. However, owing to the char-
acteristics of AC microphones, AC speech is easily polluted
by noise, which makes the performance of ASR systems drop
significantly in low signal-to-noise ratio (SNR) environments,
especially in the presence of non-stationary noises, such as
babble noise and wind noise.

Bone-conducted (BC) microphone on the other hand is a kind
of non-audible sensor. It is attached to the skin of a speaker,
and records speech by converting the local vibration around
the speaker’s skull induced by the voice of the speaker into
electrical signals. Therefore, the BC microphone is relatively
insensitive to external sources, and has the intrinsic capability
of suppressing background noise from environments, which
makes it possible to promote the performance of speech related
systems significantly, especially at low SNR levels. However,
BC speech has many shortcomings. First and foremost, BC
speech suffers severe loss of the high-frequency components
because of the channel attenuation of human tissues. It is ob-
served that only the spectral components below 1 kHz can be
recorded effectively, which leads to the degradation of speech
intelligibility. Moreover, BC speech contains self-noise due to
the resonance and friction between the BC microphone and the
skin of the speaker. Finally, the characteristics of BC speech
are speaker-dependent, which decreases the generalization of
traditional signal processing methods. These shortcomings bring
new challenges to BC speech recognition.

As mentioned, BC speech is insensitive to external noise
sources, which makes it worthy to be used as a complementary
signal of AC speech for developing a robust ASR in low SNR
environments. In the literature, BC speech has been used as
an auxiliary source of AC speech for multi-modal speech en-
hancement [23], [24], [25], [26]. In real application, BC sensors
has been integrated into some TWS headsets for voice activity
detection, such as Apple Airpods Pro, Huawei Freebuds 3, etc.
However, to our knowledge, the multi-modal ASR based on AC
and BC speech signals and deep learning has not been explored
yet. In addition, the datasets of the BC speech used in those works
are too small-scale to train modern ASR systems effectively
since ASR models often require large amounts of high quality
data. In AC speech, there are many high quality free corpora,
such as Librispeech [27], AISHELL-2 [28], THCHS30 [29].
However, there is no large-scale high-quality corpus of AC and
BC synchronized speeches for the ASR research so far.

To address the above issues, in this paper, we first develop
a multi-modal speech corpus, named air- and bone-conducted
speech corpus (ABCS), which contains 47,182 AC and BC
synchronized utterances with a total valid duration of 42 hours.
Based on this corpus, we analyze and compare the characteristics
of the AC and BC speech signals from the perspective of acoustic
features and mutual information. Then, we propose a multi-
modal conformer ASR system based on a novel multi-modal
transducer. The proposed system first extracts Mel-spectrograms
from the AC and BC speech signals respectively, then feeds the

Mel-spectrograms into the conformer network. A multi-modal
transducer (MMT) is proposed to assign adaptive weights to
the AC and BC branches by a scaling sparsemax operator,
which fuses the two branches dynamically according to the
instantaneous SNR levels along the time axis. The performance
of the multi-modal ASR can be further improved by initializing
the models pre-trained with other AC speech corpora. There are
two main contributions in this paper. First is the development of
a combined AC and BC synchronized large-scale speech corpus,
which is essentially a data set useful for the bone conducted ASR
research. Second, an end-to-end multi-modal ASR system is
developed specially for the AC and BC joint speech recognition.

The remainder of the paper is organized as follows. Sec-
tion II describes the multi-modal speech database. Section III
introduces the proposed multi-modal speech recognition system.
Experimental setups are presented in Section IV, and results
and discussion are presented in Section V. Finally, Section VI
concludes this paper.

II. AIR- AND BONE-CONDUCTED SPEECH CORPUS

The proposed ABCS corpus is composed of 47,182 AC and
BC synchronized utterances from 100 speakers, which amounts
to 42 hours of speech with each speaker contributing approxi-
mately 25 minutes. The duration of each utterance varies from
1 to 5 seconds. Table I compares the proposed ABCS corpus
with existing BC speech corpora. From the table, we see that
our corpus is much larger than the other corpora. Moreover, our
corpus is multi-modal with synchronized AC and BC channels.
In the following, the data collection process is described in
details.

A. Data Collection

1) Text Transcription: The comprehensiveness and diversity
of syllables, phonemes and cadences should be considered in text
transcription. Thus, we used the transcriptions of two corpora,
which are the transcription of the RASC863 corpus made by
the Chinese Academy of Social Sciences and a 30 k daily
dialogue corpus provided by the iFLYTEK corporation. For
the transcription of RASC863, the content was collected from
broadcast news and interview. Most syllables, phonemes and
tones are covered. However, the number of the sentences in
RASC863 is limited. By contrast, the 30 k daily dialogue corpus
does not consider the balance problem of syllables. The total
number of prompts is around 30,000. The content covers many
topics in daily life, such as finance, sports, study, entertainment,
etc.

2) Collection Process: To collect synchronised AC and BC
speech signals, we used a headset where air and bone conducted
microphones are integrated. The headset is designed by the Sabi-
neTek corporation. The two-channel signals from the headset
were recorded by a Zoom H1n handy audio recorder. The AC and
BC speech signals were recorded at a sampling rate of 44.1 kHz,
and further downsampled to 16 kHz.

As shown in Fig. 1, the corpus was collected in an anechoic
chamber, where the speakers wore the headset and read the text
transcription. The anechoic chamber was built in accordance
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TABLE I
SUMMARY OF AIR- AND BONE-CONDUCTED SPEECH CORPORA

Fig. 1. A snapshot of the recording process of the ABCS corpus. The left
figure shows the recording environment. The right figure shows the headset,
handy audio recorder and prompter.

with the ISO 3745 [34]. The size of the anechoic chamber
is 11.8× 4.2× 7.6 m3. One hundred native Chinese speakers
from 20 to 35 years old participated in the recording, including
50 males and 50 females. They spoke standard Mandarin. To
encourage the diversity of the data, we have no requirement
on the volume and emotion. To avoid the noise generated by
the friction between the BC microphone and the skin of the
speaker, the speaker was required to tightly wear the headset
and movement was strictly controlled and monitored.

3) Data Processing and Labeling: Before labeling, the raw
recording were split into sentences with little silence segments.
Because the BC speech lost many components of speech such as
the consonant, aspirate and fricative, we could not apply voice
activity detection to split the BC speech. Therefore, the time
stamps of the speech were first obtained from the clean AC
speech only, and then used to segment the BC speech recordings.

To further improve the quality of our corpus, data cleaning was
carried out manually to remove incomplete, misread, or repeated
utterances. After data cleaning, 42 hours of valid utterances were
collected. Finally, the utterances were labeled manually with the
text transcription serving as references. The database is available
online at https://github.com/wangmou21/abcs.

B. Acoustic Characteristics

The magnitude spectrogram of short-time Fourier transform
(STFT) is used as the visualized representation of speech. Fig. 2
shows the spectrograms of the AC and BC speech signals of
an utterance. Comparing the 2 figures we can see that the high
frequency components of the BC speech spectrogram (bottom)
are severely attenuated. Only the frequency components less

Fig. 2. Spectrograms of AC and BC speech signals, where the text transcription
of this example is “Mr. Yin, where is your home?” (in Chinese). (a) Spectrogram
of AC speech. (b) Spectrogram of BC speech. The string “y ı̄n x ian sh eng q
ı̌ng w èn n ı̌ j iā sh ì n á l ı̌ d e” is phoneme annotations. The blue lines are the
stamps for phoneme annotations.

than 1 kHz can be partially recorded. Particularly, the BC speech
spectrogram lost most unvoiced consonants and fricatives, as
shown in the red-dashed box of Fig. 2(a). In addition, the BC
speech spectrogram contains self-noise in the low-frequency
components and sustained narrow-band noise at approximately
2 kHz. The low-frequency self-noise was essentially generated
by the accidental friction between the BC microphone and the
skin of the speaker. The sustained narrow-band noise was gen-
erated by the resonance of the BC microphone and the contact
skin of the speaker.
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Fig. 3. Comparison of the power spectral density of AC and BC speech signals.

To further analyze the bandwidth and frequency character-
istics, we computed the power spectral density (PSD) of the
entire corpus. The statistics of the PSD are shown in Fig. 3. It
can be seen that the AC and BC speech has similar responses in
the frequency band of 100 to 500 Hz. However, the BC speech
has higher power and slower frequency attenuation than the AC
speech in this frequency band. In the frequency band of 500
to 1200 Hz, the AC and BC speech signals degrade by about
3.4 dB and 9.7 dB per 100 Hz, respectively. At the 1 kHz, the
power of the BC speech has decreased approximately 60 dB,
which causes the BC speech sound to be dull. In addition, the
sustained narrow-band noise is in the range of 1.8 to 2.4 kHz,
which does not overlap with the main frequency bins of the
BC speech. We did not filter out this noise, because filtering
will unfortunately remove the residual speech in this frequency
band as well. Therefore, we retained all noise of the BC speech
without applying any filter.

C. Mutual Information Analysis

The ambient noise in the AC speech and the information
loss in the medium and high frequency bins of the BC speech
have different influences on the human speech intelligibility.
To explore how much semantic information is contained in
the BC speech and noisy AC speech, we analyzed the mutual
information of the noisy AC speech or BC speech with its
corresponding synchronized clean AC speech.

Specifically, we used the Gaussian mixture model (GMM)
based mutual information approach [35], [36] for the frequency
analysis of speech. To analyze how much information the BC
speech had lost in the high-frequency band, we computed the
mutual information of the low-frequency and high-frequency
components respectively. First, Mel-frequency ceptral coeffi-
cients (MFCC) which mimic human speech perception, were
extracted from each utterance. According to the critical bands
of MFCC at a sampling frequency of 16 kHz, 29 triangular filters
were used, where the first 12 filters covered the frequency range
of 0 to 1.2 kHz and the remaining 17 filters covered the range
of 1.2 to 8 kHz. Then, a GMM was built to model the joint
probability density function (PDF) for any speech type or any

particular frequency range in interests:

PGMM(x, y) =
M∑

m=1

ωmPG (x, y|θm) , (1)

where x and y represent acoustic features from two types of
speech sources respectively, M refers to the number of mixture
components, ωm is the mixture weight of the m-th mixture
component, and PG(·) is the multivariate Gaussian distribution
defined by the parameter θm = {μm, Cm} with μm and Cm as
the mean vector and diagonal covariance matrix of the distribu-
tion respectively. Finally, the mutual information is calculated
by:

MI
(
̂X;Y

)
=

1

N

N∑
n=1

(
log 2

(
PGMM (xn, yn)

PGMM(xn)PGMM(yn)

))
,

(2)
where N is the number of speech frames. The larger the value
of the mutual information is, the more the speech information
in the recordings contains.

We first added white Gaussian noise to AC speech to produce
noisy AC speech at different SNR. We then computed the mutual
information of the noisy AC speech and BC speech with the
corresponding clean AC speech in the ranges of 0 to 1.2 kHz
and 1.2 to 8 kHz, respectively. The results in Fig. 4 show that the
mutual information between the noisy AC speech and its clean
speech counterpart decreases with the decrease of SNR. From
Fig. 4(a) and (b), we observe that the information contained in the
BC speech is close to the noisy AC speech at an SNR level of 5 dB
in the ranges of both 0 to 1.2 kHz and 1.2 to 8 kHz. It indicates
that the BC speech can provide abundant information for multi-
modal ASR. It is interesting that the high frequency band of the
BC speech also contains certain semantic information, which is
intuitively unobservable from the spectrogram.

III. MULTI-MODAL SPEECH RECOGNITION

In this section, we first present the overall architecture of a
conformer-based multi-modal ASR system in Section III-A, and
then present the components of the system from Section III-B
to Section III-E.

A. System Overview

Fig. 5 shows the architecture of the proposed system. Mel-
spectrograms are first extracted from the AC and BC speech
signals, and then passed through two parallel branches respec-
tively. Each branch comprises of a conformer-based encoder,
a transformer-based truncated decoder, and a CTC layer, and
produces a context vector and a CTC-based output probability
vector. Then, the proposed MMT takes the context vectors from
the two branches as its input to produce a fused context vector.
Finally, the fused context vector passes through the output layer,
which produces the final attention-based output probability.

B. Parallel Branches

The proposed system consists of two parallel branches, which
are used to extract high-level semantic representations from the
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Fig. 4. Mutual information of the noisy AC speech and BC speech with the
clean counterpart. (a) Mutual information in the frequency band of 0 to 1.2 kHz.
(b) Mutual information in the frequency band of 1.2 to 8 kHz.

AC and BC speech signals respectively. The architecture of each
branch is described in Fig. 6. Specifically, the Mel-spectrogram
featuresXa ∈ RT×Da andXb ∈ RT×Db are first extracted from
the AC and BC speech signals respectively, where T refers to
the number of frames, a and b denote the AC and BC branches
respectively, and Da and Db refer to the dimensions of the Mel-
spectrograms. Then, each branch first extracts a high level repre-
sentationHi, ∀i ∈ {a, b} from the Mel-spectrogram feature by a
conformer-based encoder shown in Fig. 6(a). Subsequently, the
high level representationHi passes through a transformer-based
truncated decoder shown in Fig. 6(b), which generates a context
vector cil and a guide vector gi

l at each time step l. Finally, they
are stacked to form a context matrix Cl = [cal , c

b
l ]
T ∈ R2×Dm ,

and a mean pooling guide vector gl = Mean(ga
l ,g

b
l ) ∈ RDm

for the subsequent MMT module. The details of the encoder
and decoder are described as follows.

1) Conformer-Based Encoder: As shown in Fig. 6(a), the
encoder has a convolution subsampling layer and multiple
conformer blocks. The convolution sub-sampling layer down-
samples the number of input feature frames by 4 times and
convert the feature dimension to the model dimension Dm.

Multiple conformer encoder blocks are stacked to extract local
and global dependencies of the feature sequence. Each block
consists of two position-wise feed-forward (FFN) modules, a
multi-head attention (MHA) module, and a convolution module.
The MHA module is used to model the long-term context and
capture the global information of the feature sequence while
the convolution module containing a 1-D depthwise convolution
layer is to exploit and capture the local information. The output
of the conformer-based encoder Hi ∈ RT//4×Dm is calculated
as follows:

Hi = Enc
(
Sub

(
Xi
))

, ∀i ∈ {a, b}, (3)

where Sub(·) refers to the convolution sub-sampling layer,
Enc(·) refers to the multiple conformer-based encoder blocks.

2) Transformer-Based Truncated Decoder: The decoder ex-
tracts the corresponding context vector cil ∈ RDm in each time
step l as follows

cil = Tdec
(
Hi,yi

1:l

)
, ∀i ∈ {a, b}, (4)

where yi
1:l ∈ Rl×Dm represents a sequence of shifted output

embedding vector, and Tdec(·) represents the transformer trun-
cated decoder. As shown in Fig. 6(b), it also consists of multiple
blocks, where each block except the last one comprises of
an MHA, a masked MHA and an FFN module. In the last
block, FFN module is removed to retain more original semantic
information. In addition, in the first decoder block, the output
of the masked MHA module in each time step, named the guide
vector gi

l ∈ RDm , is extracted by:

gi
l = MHA

(
yi
l ,y

i
1:l,y

i
1:l

)
, ∀i ∈ {a, b}. (5)

C. Multi-Modal Transducer

The architecture of the proposed MMT is shown in Fig. 7.
The MMT module takes the context matrix Cl and guide vector
gl as its input. The context vectors cal and cbl produced from the
AC and BC speech signals are linearly transformed, followed by
the scaling sparsemax (SSP) [37] operator to adaptively assign
weights to the two branches given the two guide vectors of the
AC and BC speech signals. Finally, the fused context vector
rl ∈ RDm is obtained as follows:

zl = SSP

(
QKT

√
Dm

, s

)
, (6)

rl = (zlV)T + FFN
(
LayerNorm

(
(zlV)T

))
, (7)

where FFN(·) and LayerNorm(·) refer to the position-wise
feedforward operation and layer normalization respectively, and

Q = gT
l W

Q, K = ClW
K , V = ClW

V ,

are the query, key, and value matrices respectively, WQ, WK ,
and WV are learnable projection transformation matrices, and
SSP(x, s) refers to the scaling sparsemax re-weighting opera-
tion with a learnable scaling factor s. The formualtion of SSP
is expressed as follows:

SSPi(x, s) = max (xi − τ(x, s), 0) /s, i = 1, . . . ,K (8)
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Fig. 5. Architecture of the proposed end-to-end multi-modal ASR system. The parameters of the modules in blue color are from a single-modal ASR that is
pre-trained with the AC speech, the parameters of the modules in red color are from a single-modal ASR that is pre-trained with the BC speech, and the parameters
of the modules in purple color are those that require fine-tuning.

Fig. 6. Architecture of each of the two parallel branches, which consists of
(a) a conformer-based encoder and (b) a transformer-based truncated decoder.

where τ(·) is a threshold computed by

τ(x, s) =

(
k∑

i=1

x(i) − s

)
/k (9)

with the parameter k obtained by:

k = argmax
k

x(k) ≥
(

k∑
i=1

x(i) − s

)
/k, x(1) ≥ · · · ≥ x(K)

(10)
The scaling factor s can be computed as follows:

s = 1 + ReLU (Linear(||x||,K)) , (11)

Fig. 7. The proposed multi-modal transducer.

where ||x|| denotes the L2 norm of the input vector, Linear(·) is
a 1× 2-dimensional learnable linear transformation, and K is
the dimension of the input vector which represents the number
of channels and is always set to 2 in this work.

The output vector zl = [zal , z
b
l ]

T ∈ [0, 1] of the scaling
sparsemax represents the weights assigned to the AC and BC
branches. The weight vector can be adjusted adaptively at each
time step by controlling s. For example, a small s will make the
weight biased towards one of the AC and BC modalities. The
channel-reweighting strategy of MMT makes the multi-modal
system fuse the semantic information of the AC and BC speech
signals flexibly and effectively.

D. Attention and CTC Based Probability

After passing the fused context vector rl through the
output layer, we can get the attention-based probability
patt(wl|w1, . . . , wl−1) at each time step, where wl ∈ V denotes
a predicted character at time step l and V denotes the vocabulary
set. Then, the final attention-based probability is computed by:

patt(w1:L) =

L∏
l=1

patt (wl|w1, . . . , wl−1) , (12)
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where w1:L = w1, w2, . . . , wL denotes a predicted character
sequence.

At the same time, each of the BC and AC branches has a
CTC layer. The high level representation Hi produced by the
conformer-based encoder is fed into the CTC layer at each
branch respectively. The CTC layer produces the output symbol
probability p(st|hi

t) at each frame, where st ∈ V′ denotes the
CTC-based output symbol, V′ denotes an extended vocabulary
set with a blank symbol, and the subscript t represents the t-th
frame. Based on the independence assumption, the CTC-based
probability is computed by:

pictc(w1:L) =
∑

π(s1:T )=w1:L

T∏
t=1

p(st|hi
t), ∀i ∈ {a, b} (13)

where π(·) denotes the mapping function from the symbol
sequence to the character sequence.

E. Training and Decoding Objectives

In the training stage, the objective function to be optimized [2],
[3], [4] is as follows:

L = (1− λ) log patt(w
∗
1:L) +

1

2
λ

⎛
⎝∑

i=a,b

log pictc(w
∗
1:L)

⎞
⎠
(14)

where w∗
1:L represents the target output sequence, and λ ∈ [0, 1]

is a tunable parameter.
In the decoding stage, we use the one-pass beam search [38]

to find the character with the highest probability at each time
step l, i.e.,

ŵl = argmax
wl∈V

{(1− λ)αatt(wl) + λαctc(wl)} (15)

where ŵl denotes a predicted character at time step l, and
αatt(wl) and αctc(wl) are the attention score and CTC-based
score respectively:{

αatt(wl) � log patt(w1:l)

αctc(wl) �
∑

i=a,b z
i
l · log pictc(w1:l, . . .

}
(16)

where the channel weights zal and zbl are calculated by (6), and
pictc(w1:l, . . .) denotes the CTC prefix probability [38].

IV. EXPERIMENTAL SETUPS

In this section, we first describe the setting of the ABCS data
set, and then present the experimental setup of the proposed
end-to-end multi-modal system, three single-modal systems and
a multi-modal conformer system.

A. Dataset

We conducted the proposed multi-modal ASR system on our
ABCS corpus. We divided the ABCS corpus into three subsets,
named ‘train,’ ‘dev’ and ‘test’. The ‘train’ subset contains 84
speakers. The ‘dev’ and ‘test’ subsets contain 8 speakers respec-
tively. The numbers of male and female speakers in each subset
are balanced. The detailed information is listed in Table II.

TABLE II
DESCRIPTION OF THE ABCS CORPUS FOR ASR

To simulate a complex noisy environment, we added additive
noise to the AC speech of the corpus but no multiplicative
noise was added into the noisy AC speech. Because the BC
channel was intrinsically not contaminated by additive noise
in real-world scenarios, we did not change the BC speech. The
noise source for the ‘train’ and ‘dev’ subsets is a large-scale noise
database containing more than 20,000 noise segments [39], [40].
And the noise source for the ‘test’ subset is the non-stationary
noise from NOISEX-92 corpus [41] and CHiME-3 dataset [42].
For the ‘train’ and ‘dev’ subsets, we controlled the SNR in a
range of [0, 20] dB. For the ‘test’ subset, we set the SNR to five
levels, which are {0, 5, 10, 15, 20} dB, respectively.

Although the duration of our ABCS corpus is up to 42
hours, there are much more utterances in other large-scale
AC speech corpus. To utilize more speech information, we
pre-trained partial modules of the proposed system with the
AISHELL-2 corpus [28], which contains about 1,000 hours
of clean reading-speech data from more than 1900 speakers.
The data was recorded via three parallel acoustic channels—an
Android smartphone (Android), an iPhone (iOS) and a high
fidelity microphone (Mic).

B. Experimental Settings

We first perturbed the speech speed by 0.9 times and 1.1 times
and extracted 80-dimensional Mel-banks as the acoustic feature.
Then, we used SpecAugment [43] to augment the training data.
The ground-truth labels were set at the character level. The size
of the dictionary V was set to 5209.

The kernel size of the convolutional layer in the conformer
encoder was set to 15. The block numbers of the conformer
encoder and truncated decoder were set to 12 and 6, respectively.
The number of heads in the MHA module was set to 8. The
number of units in the FFN module was set to 2048. The
model dimension Dm is 256. We applied the relative position
embedding to the encoder, and absolute position embedding to
the decoder, respectively.

In the training phase, the parallel branches of the proposed
system were initialized with the parameters of the pre-trained
models at each modality. Then, the MMT module and output
layer were fine-tuned with the multi-modal speech. The control
factor λ was set to 0.3. In the decoding phase, λ was set to 0.5 and
the beam size was set to 10. We used the Adam optimizer with
β1 = 0.9, β2 = 0.98 and ε = 10−9 and applied a transformer
learning schedule with 10 k warm-up steps [5]. The mini-batch
size was set to 64. The model was trained for 50 epochs. We use
character error rate (CER) as evaluation metric.
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TABLE III
RESULTS OF THE SINGLE-MODAL AC-BASED ASR SYSTEM THAT IS

PRE-TRAINED WITH AISHELL-2

C. Baseline Systems

To compare with the proposed system, we designed multiple
baseline systems. There were three baselines trained with the
AC speech. The first one was a conformer-based single-modal
system trained with the AISHELL-2 corpus. The other two
baselines were conformer-based single-modal systems that were
first initialized from the first baseline, and then trained with the
clean and noisy AC data of the ABCS corpus, respectively. In
addition, we designed a multi-modal baseline which took the
concatenated acoustic feature of the AC and BC speech of ABCS
as its input. Specifically, we used the first baseline to initialize
the conformer-based single-modal system. Then, we randomly
initialized the convolution subsampling layer to fit the dimension
of the concatenated input feature. Finally, we trained this system
with the concatenated features from the BC speech and noisy AC
speech. This system is referred to as ‘multi-modal Conformer’.

V. EXPERIMENTAL RESULTS

In this section, we first demonstrate the effectiveness of the
proposed end-to-end multi-modal system over three single-
modal systems, and then evaluate a multi-modal conformer
system on the proposed ABCS corpus, which in turn supports
the importance of the BC speech as a complementary source,
for improving the ASR performance.

A. Results of Single-Modal ASR on the ABCS Corpus

1) Single-Modal AC-Based ASR on the AC Test Sets: First
of all, we need to validate the correctness of the AC speech
and its labels of the ABCS corpus. We first trained a standard
single-modal conformer system with the AISHELL-2 corpus,
and tested the model on the clean AC speech of the AISHELL-
2 and ABCS corpora respectively. The results are shown in
Table III. We observe that the pre-trained model has similar
performance on the test sets of the AISHELL-2 and ABCS
corpora, which demonstrate the effectiveness of the AC speech
of the ABCS corpus.

However, when the AC speech is noisy, an ASR system trained
with only the AC modality is difficult to obtain satisfactory
performance. To evaluate this claim, we trained a conformer
standard single-modal system with various training strategies
as summarized in Table IV. As we can see from the table,

Fig. 8. Convergence curve comparison of BC speech recognition between
different strategies. The subscript ‘low Freq.’ denotes low frequency band while
‘full Freq.’ denotes full frequency band. The term ‘Ft’ means applying pre-
training while ‘Tr’ means training from scratch.

the performance of the ASR system in all noisy test scenarios
drop significantly when the SNR decreases, no matter which
training strategy is adopted. For instance, when the SNR is below
5 dB, the CER of the single-modal ASR is up to 21%. This
phenomenon indicates that additional information, such as the
BC modality, may be a solution to the problem.

2) Single-Modal AC-Based ASR on the BC Test Sets: In this
subsection, we evaluate how the single-modal AC-based ASR
performs on the BC speech.

As we know, the BC speech loses information at the high
frequency band. To evaluate how this weakness affect the perfor-
mance of ASR, we tested the single-modal AC-based ASR on the
BC speech. The results are shown in Table III. By comparing the
results on the AC and BC speech of ABCS, we observe that the
CER on the BC speech is much higher than that on the clean AC
speech. It manifests that the information at the high frequency
band is important to the ASR system. Moreover, simply applying
the ASR system trained with the AC speech does not generalize
well to the BC speech.

3) Single-Modal BC-Based ASR on the BC Test Sets: In
this subsection, we evaluate how the single-modal ASR that
is trained with the BC speech behaves on the BC test sets when
different frequency bands of the BC speech are adopted. The
results are summarized in Table V. The convergence curves of
the methods are shown in Fig. 8.

Specifically, we first trained a single-modal conformer-based
ASR system with the full frequency band of the BC speech
of ABCS, and tested the system on the same full frequency
band of the BC speech, where the system is not pre-trained with
AISHELL-2. The result is listed in the first line of Table V. From
the table, we find that although the performance is not too bad, it
is still much worse than the performance of the AC-based system
on the clean AC speech.

As analyzed in Section II-B, the high frequency components
of BC speech fade quickly. To study whether the high-frequency
components of BC speech are useful for ASR, we fed only the
low frequency band of the BC speech into the ASR system
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TABLE IV
CER (%) OF THE SINGLE-MODAL AC-BASED ASR SYSTEM ON THE NOISY AC SPEECH TEST SETS OF ABCS

TABLE V
CER (%) OF THE SINGLE-MODAL BC-BASED ASR SYSTEM THAT IS EVALUATED WITH DIFFERENT FREQUENCY BANDS OF THE BC SPEECH OF ABCS

TABLE VI
CER(%) OF THE PROPOSED MMT METHOD AND THE MULTI-MODAL CONFORMER BASELINE

for training and test. The low frequency band, which is below
1.5 kHz, corresponds to the first 37 dimensions of Mel-banks
features. As shown in Table V and Fig. 8, we find that discarding
the high-frequency band yields an increase of CER. That is to
say, even if the high frequency components of BC are severely
attenuated, their information is still useful to ASR.

Finally, considering that the semantic information of the AC
and BC speech signals are strongly related, we pre-trained the
BC-based ASR model with AISHELL-2. Compared with the
aforementioned cases without pre-training, the CER of the pre-
trained model is reduced by an average of relatively 10%. More-
over, as shown in Fig. 8, applying the AC-based pre-training can
not only improve the accuracy, but also speed up the convergence
of the model training.

B. Results of Multi-Modal ASR on the ABCS Corpus

In this subsection, we first evaluate the effectiveness of the
proposed multi-modal ASR system on the ABCS corpus by com-
paring it with the four baseline systems mentioned in Section IV-
C, and then analyze how different modalities complement with
each other by evaluating the adaptive weights produced by
MMT.

1) Main Results: Table VI shows the comparison result be-
tween the proposed multi-modal MMT ASR system and the
multi-modal conformer baseline that simply concatenates the
features of the AC and BC speech. From Tables IV and VI, we

can observe that both of the multi-modal systems outperform
the single-modal AC-based ASR systems by a large margin in
low SNR conditions, which demonstrates that the BC speech can
provide sufficient complementary information to AC speech for
the performance improvement of ASR in the low SNR levels.
However, when the SNR is higher than 15 dB, the multi-modal
conformer baseline is slightly worse than the single-modal AC-
based systems, while the proposed MMT-based system obtained
the best performance in all SNR conditions. The reason why the
multi-modal baseline system behaves poorly in the high SNR
levels is that it treats the AC and BC speech as equivalently
important without distinction. However, when SNR is high, the
AC speech is good enough, which makes the BC speech behaves
like an “interference”. On the contrary, because the proposed
MMT-based system adaptively assigns weights to the BC and AC
speech signals according to the instantaneous noisy conditions,
it integrates the merits of the AC and BC speech signals together.
In addition, we can also find that the pre-training strategy can
improve the performances of both multi-modal ASR systems,
especially when the SNR is high. However, the gap between
the MMT and multi-modal Conformer baseline is also reduced.
Nevertheless, MMT still outperforms or equals to the baseline
system.

Similar to the study in Section V-A3, we also studied whether
the high frequency components of BC speech are useful to
the multi-modal ASR. Specifically, we fed either the low fre-
quency band or full frequency band of the BC speech into the

Authorized licensed use limited to: NORTHWESTERN POLYTECHNICAL UNIVERSITY. Downloaded on February 15,2023 at 06:32:42 UTC from IEEE Xplore.  Restrictions apply. 



522 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 31, 2023

Fig. 9. Statistical mean of the multi-modal attention weights over all test
sentences with respect to different SNR of the noisy AC speech.

multi-modal ASR systems. The result is shown in Table VI.
We observe that the performance of the systems using the
full frequency band is better than that using only the low
frequency band. It further manifests that the high frequency
components of the BC speech contain useful information for
ASR. Interestingly, the proposed MMT method with either the
low frequency band or full frequency band of the BC speech,
has nearly the same performance when SNR is higher than
10 dB. This phenomenon is caused by the fact that when SNR
is high, the high frequency band of the AC speech is clean
enough to substitute the contribution of the high frequency band
of the BC speech. To contrast with the above phenomenon,
we also see that, when the SNR is low, the high-frequency
band of the BC speech contributes more to the performance
improvement than the low-frequency band of the BC speech.
It also demonstrates that the proposed MMT with the channel
re-weighting operation can make full use of the information from
each modality.

2) Adaptive Weights Produced by MMT: To study how much
different speech modalities contribute to the multi-modal ASR,
we analyzed the channel weights produced by the MMT module
statistically in Fig. 9. From the figure, we observe that the AC
speech is the dominant source when the SNR is higher than 5 dB.
When the SNR further decreases, the weight of the BC speech
gradually increases, which indicates the noise-resisting property
of the BC speech. When the SNR equals to 5 dB, the weights of
the AC speech and BC speech are similar, which demonstrates
that the information in the BC speech is similar to the noisy AC
speech at the SNR of 5 dB. This further demonstrates that the
BC speech contributes more to the performance improvement
of the multi-modal ASR in the low SNR environments than the
AC speech.

Besides the statistical analysis, we analyzed the instantaneous
channel weights of the AC and BC speech signals of an example
sentence in Fig. 10. We observe that the weight of the AC speech
is higher than that of the BC speech for most of the words in the
clean condition. However, when SNR drops to 0 dB, the weight
of the BC speech is higher than the weight of the AC speech.
It should be noted that in both clean and noisy conditions, the

Fig. 10. Visualized instantaneous weight allocation of the proposed MMT
method on a clean utterance and its noisy counterpart at 0 dB. (a) and (b) are
spectrograms of the clean and noisy AC speech respectively, where the SNR of
the noisy AC speech is 0 dB. (c) and (d) are the spectrograms of the corresponding
BC speech respectively. (e) and (f) are the attention weights produced by MMT.
The text transcription of this example is“Mr. Yin, where is your home?”. The
pronunciations of the corresponding Chinese syllables are shown in the x-axis.

weight of the AC speech is higher than the weight of the BC
speech for the words containing fricative sounds. This is because
most of the fricative sounds in BC speech are missed out. This
instantaneous example demonstrates that the proposed MMT
can adaptively assign the weights according to not only the SNR
but also the phoneme characteristics of the speech.

VI. CONCLUSION

In this paper, a multi-modal Mandarin corpus that contains
air- and bone-conducted synchronized speech (ABCS) is built.
It is by far the largest corpus for the ASR research based on
BC speech. Then, a multi-modal conformer ASR system based
on a novel multi-modal transducer is proposed. Specially, the
semantic representations of AC and BC speech signals are
reweighted and fused together by the MMT module, where the
weights are calculated dynamically along the time according to
the SNR levels and characteristics of the AC and BC speech.
Experimental results show that the BC speech can promote
the performance of the proposed ASR system in adverse en-
vironments as an auxiliary source of the AC speech. Moreover,
the proposed system can effectively integrate the advantages of
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both the AC and BC speech signals, which leads to significant
performance improvement in the low SNR environments over
the single-modal system trained with only the AC speech as
well as the multi-modal system that simply concatenates the
AC and BC speech signals. In addition, it was found that the
information in the BC speech is close to the noisy AC speech at
the SNR of 5 dB, according to the mutual information analysis
and the results of the multi-modal ASR on the ABCS corpus. In
the future, we will continue to explore the impact of pre-training
strategy on the performance of multi-modal systems.
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